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Abstract

Image matting is the art of creating an accurate alpha matte for the purpose of foreground

separation in an image or video. Although there have been many methods which only

require an input image, the best-performing image matting models continue to rely on

additional inputs — mainly the trimap — for more accurate alpha matte estimations. We

propose a modular image matting architecture which leverages advancements in semantic

segmentation and our trimap generation network to allow for a trimap-free approach to

some of the most popular trimap-based image matting methods. Our design delivers

promising results, allowing users to take advantage of powerful trimap-based methods,

without having to worry about additional inputs, all while granting them the freedom to

swap different networks in and out for the different stages of the modular architecture.

Keywords: Image Matting; Foreground Estimation; Trimap Generation; Neural Net-

works; Computational Photography
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Chapter 1

Introduction

Figure 1.1: An example of image matting.

In the world of photography, one of the most prevalent mantras is the idea of transform-

ing a photo from “ordinary to extraordinary”. One way photographers achieve this goal

is by editing and modifying their photos. Among these modifications, foreground extrac-

tion remains one of the most powerful photography editing tools. Although this tool is

widely used by professional photographers, editors, and visual effects artists, the applica-

tions of foreground extraction are no longer solely aimed at professionals. This versatile

idea can be leveraged for many purposes, including art, entertainment, and accentua-

1



Chapter 1. Introduction 2

tion of a foreground subject. Among the seemingly endless applications of foreground

separation are green screen in movies, portrait mode in phone cameras, and background

replacement for social media posts. The versatility of — and urgency for advancements

in — foreground extraction techniques have only been further emphasized in the past few

years with the growing need for reliable background replacement, blurring, and removal

in video conferencing applications.

This is where one of the most exciting areas of computational photography comes in:

image matting. Image matting is the art of accurately separating the foreground and

background in an image or video. This is achieved by meticulously constructing an alpha

matte for a precise, defined foreground in an image or video of interest. These alpha

mattes act as masks which allow us to preserve fine details such as hair and fabric in our

foregrounds. Thankfully, the aforementioned applications of image matting have been

made more available in recent years with the advent of deep learning in computer vision.

Nevertheless, even with these advances, image matting remains a very difficult task.

Inherently, image matting is an underconstrained problem. This can be seen in the

matting equation:

Ii = αiFi + (1− αi)Bi, αi ∈ [0, 1]. (1.1)

Here, Ii represents a known RGB value at pixel i, Fi is the foreground value, Bi is the

background value, and αi is the foreground transparency value [1]. Consequently, we can

see that there are 7 unknown and 3 known values per pixel in a 3-channel, RGB image.

Traditionally, image matting was performed using sampling [7, 8] and propagation-

based [9, 10, 11] methods. These works usually tried to solve the matting equation and

were heavily dependent on colour and spatial information to do so. Unfortunately, this

was also their biggest weakness. These methods would often fail with complex back-

grounds or similar colours in the foreground and background. These methods frequently

also relied on an additional user-defined input called a trimap. A trimap is a partitioned
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image, consisting of three regions: an explicit foreground region (white), an explicit

background region (black), and an unknown region (grey), where the alpha matte is cal-

culated. An example of a trimap — and its accompanying image — can be seen in Figure

1.1. Although much less labour-intensive than creating an alpha matte, sketching out a

trimap from scratch remains a laborious task for most users. Until the requirement for

supplementary inputs is eliminated, image matting will remain inaccessible to many end

users and cannot be adopted by the general masses.

Another major hurdle was the lack of large, diverse datasets in image matting. Anno-

tating ground truth alpha mattes is a painstaking and lengthy task and is often performed

by experts in order to achieve high-quality mattes. The idea of automating this process is

one of the main reasons why image matting is such an exciting field. Traditional methods

generally relied on a few dozen images taken in front of simple, static backgrounds and

often did not have human subjects in the foreground [12].

Fortunately, the past decade has ushered in an era of advancements of deep learning

in computer vision. Along with the influx of deep learning works in image matting, came

various large, high-quality datasets [1, 13, 14, 15]. These ranged from a few hundred

foreground images composited onto a variety of backgrounds to thousands of natural,

real-world images coupled with high-quality alpha matte annotations. Many of these

large datasets focused solely on humans in a variety of poses, allowing for human matting.

Specifically, many of these were aimed at portrait matting: image matting on a close-up

shot of a human subject, with a reduced field of view. This type of matting naturally

emphasises the fine details in hair and clothing. It also is the type of matting that is

best-suited for applications such as social media posts and background effects in video

conferencing programs.

As mentioned earlier, deep learning did not only help advance image matting, it also

did wonders for other areas of computer vision. These developments, particularly in

semantic segmentation — a pixel-wise form of image classification, which labels each
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pixel as belonging to a particular class — have allowed for the emergence of a new

approach to image matting: trimap-free matting. As its name would suggest, this image

matting technique does not require a trimap as an additional input. Seeing how trimap-

free methods do not refer to trimaps for prior knowledge, they often rely on some form

of semantic segmentation as the first step to matting. This first step provides a rough

representation of the foreground subject, which is transformed, adapted, and prepared

in the appropriate manner and passed through to the matting step.

Generally, the semantic segmentation stage is automated, which may lead to errors in

estimating the foreground subject. Additionally, because defining a foreground without

any priors is a challenging task, trimap-free methods are often specialized and trained on

certain subjects, such as humans, pets, or cars. For these reasons, although trimap-free

methods can be much more convenient, they are typically not as accurate as trimap-based

methods, as shown in Figure 1.2. This is due to the fact that trimap-based approaches

involve human input in the matting process. However, creating a trimap is an imprac-

tical for many users. End users must decide whether they can sacrifice accuracy for

convenience when choosing their image matting approach.

Consequently, we formulate our research goal: to develop a method that bridges

the gap between the performance and interactivity of trimap-based networks and the

convenience of trimap-free networks. With this in mind, we design and explore the

viability of a modular image matting architecture. This design provides an alternate,

convenient approach to portrait matting that avoids the need for any additional inputs.

We do so with the intuition that decomposing image matting from a complicated task to a

sequence of simpler, straightforward tasks is how a human would approach this problem,

coupled with the insight that deep learning networks excel at performing such tasks.

Our modular design leverages advances in semantic segmentation, a trimap generation

network, and a pretrained trimap-based image matting network, as a potential alternative

to current trimap-free image matting methods.
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Figure 1.2: An example comparing the inputs and outputs of both trimap-free and trimap
based matting. Top row: result from P3M-Net, a trimap-free method [15]. Bottom row:
result from FBA Matting, a trimap-based method [2].

The two main contributions of our work are:

1. A modular network architecture for image matting. One that allows for a trimap-

free approach to some of the most popular trimap-based image matting works. A

versatile design that grants the user the freedom to replace all three stages, given

they share the correct inputs and outputs. All while achieving competitive results

when compared to current state-of-the-art trimap-free methods and a minimal de-

crease in accuracy when compared to its trimap-based counterparts.

2. A trimap generation network. When used in conjunction with a semantic segmen-
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tation network, this trimap generation network creates reliable trimaps, while only

requiring a single input image. These trimaps can then be used as additional inputs

to other image matting networks.

1.0.1 Thesis Breakdown

This thesis explores our research and contributions to the field of image matting. We

start with a literature review in Chapter 2. Following our exploration of relevant works,

we give a detailed overview of our modular image matting design in Chapter 3. We dive

into the details of our experiments in Chapter 4, including a description of the dataset

in Chapter 4.1, sharing our results in Chapter 4.3, and analyzing our findings in Chapter

4.4. Finally, we summarize and discuss future directions, including potential applications

of our research, in Chapter 5.



Chapter 2

Related Works

In this chapter, we discuss the background and history of image matting works, from

traditional approaches to deep learning-based methods. These sections are further broken

down into more specific types of approaches to give a clearer view of the ever-changing

landscape of research in image matting. Within each subsection, we describe the various

techniques researchers have proposed, along with the datasets they introduced.

2.1 Traditional Methods

Prior to the growth of deep learning within computer vision works, traditional meth-

ods were used to estimate alpha mattes. These works generally fit into two categories:

sampling-based [7, 8] and propagation-based [9, 10, 11] image matting.

2.1.1 Sampling-Based Works

One of the earliest sampling-based techniques was the patent filed by Berman et al. in

1998 [7]. Their approach estimated the alpha matte within the unknown region of a user-

generated trimap, sampling the surrounding known foreground and background regions.

The unknown pixels were then calculated using a combination of the two known regions.

7
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This method was based on their intuition that the unknown region was a mixture of the

subject and background colour, determined by the distance of the unknown pixel’s colour

to the background colour. This approach struggled with fine structures as it relied on

low-level features which were easily misconstrued due to factors such as background spill

and complex backgrounds.

Chuang et al. improve on the aforementioned technique by proposing a Bayesian

approach to matting [8]. With this approach, they analyzed the unknown pixels by

building local distributions, rather than forming a global distribution using sampling.

Using a trimap, this approach built foreground and background probability distributions

by sliding a window from the foreground and background regions into the unknown

region. Combining known foreground, background, and alpha values with calculated

ones, it created oriented Gaussian distributions. They modeled the parameters using a

Bayesian framework and estimated optimal opacity, foreground, and background using a

maximum-likelihood criterion.

2.1.2 Propagation-Based Works

Sun et al. introduced Poisson Matting, in which they used a two-step approach to

matting [9]. First, they approximated a matte gradient field using the input image.

Then, they solved Poisson equations to generate an alpha matte. This method solved

these equations using the unknown regions of a trimap, specifically information related

to boundaries. They did so by defining boundary conditions in their equations based

on the given trimap. While this approach improved on previous methods, it required

user interaction in certain cases and failed with intertwined foreground subjects, similar

foregrounds and backgrounds, and complex backgrounds.

Levin et al. debuted a popular image matting technique called Closed-Form Matting

[10]. Here, they assume that there is a small area around each unknown pixel, in which

the foreground and background were constant. They are able to derive a cost function,
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Figure 2.1: Comparing the estimated alpha mattes from Closed-Form Matting [10], a
traditional, propagation-based work, and Deep Image Matting [1], a deep learning-based
approach. Figure originally from [1].

and using these assumptions, they analytically eliminate the foreground and back-

ground colours. This results in a quadratic cost function in the alpha values. This cost

function is solved through a system of linear equations.

2.2 Deep Learning-Based Methods

While traditional methods showed some potential, their dependence on low-level features,

such as colour and limited spatial context, led them to fail in complex scenes. An example

of this can be seen in Figure 2.1, comparing the estimated alpha mattes from [10] and

[1]. Until the emergence of deep learning in image matting, this would remain the case

with numerous matting methods [16, 17, 18].

2.2.1 Trimap-Based Works

Although there were a few attempts to leverage deep learning for image matting, it was

not widely adopted prior to the seminal Deep Image Matting (DIM) paper by Xu et al.
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in 2017 [1]. The authors leveraged an encoder-decoder matting network and subsequent

small refinement network to achieve state-of-the-art results on the alphamatting.com

benchmark [12] and their Composition-1K benchmark, which would go on to become a

popular image matting evaluation dataset [1]. They delivered these results by training

the model on a large, custom, composited dataset, the Adobe Deep Matting dataset.

Prior to this paper, deep learning-based image matting was restricted due to hard-

ware limitations and a lack of data. The Adobe Deep Matting dataset featured 431

images and corresponding ground truth alpha mattes. Using these alpha mattes, Xu et

al. extracted and composited these foregrounds onto various backgrounds, allowing for

thousands of composite images in the dataset. In order to avoid repetition and allow for

better generalization, they randomly augmented the image-trimap pairs in various ways,

including random crops, flipping, and trimap dilation. Both this training dataset and

training technique were used extensively in following deep learning-based matting works

[2, 19, 20, 21].

Cai et al. improved upon DIM by breaking the matting pipeline down into two sub-

tasks: trimap adaptation and alpha matte estimation [22]. Using a single encoder and two

decoders, one for each sub-task, this pipeline first infers the global structural semantics

on the input image and modifies the trimap to better suit the true unknown regions of

the image. This was based on the insight that matting networks work better on more

accurate, finer trimaps rather than coarse ones. Following the trimap adaptation step,

the alpha matte is generated by the second decoder and passed to the propagation unit.

This propagation stage, composed of 3 successive units, was created with propagation-

based matting in mind, and utilized ResBlocks [23] in conjunction with convolutional

long short term memory (LSTM) cells. The former extracts input features while the

latter preserves memory as the outputs are passed to the next propagation unit. This

disentangled approach achieved state-of-the-art results, hinting at the value of breaking

down the task of matting.
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Lu et al. proposed IndexNet, claiming indices-guided unpooling in the decoder as

a superior alternative to upsampling [19]. IndexNet is introduced as a flexible network

module which plays a large role in their index-guided encoder-decoder framework. They

found that this approach was able to retain boundary details more effectively than the

traditional upsampling-based approach. This approach was able to beat DIM by a con-

siderable amount while using a much lighter MobileNetV2 [24] backbone.

Finally, Forte and Pitié introduced a low-cost modification to the DIM method in

F,B, α (FBA) Matting [2]. This modification allowed matting networks to predict fore-

ground and background colours in addition to the alpha matte. These colours are esti-

mated directly from the same encoder-decoder as the matte, allowing for a single network

to perform the entire task. Some minor alterations were made to the ResNet-50 [23]

encoder and the output is modified to allow for 7 channels. This method achieved state-

of-the-art results while remaining efficient, both in terms of computational and memory

cost.

2.2.2 Trimap-Free Works

While deep learning-based approaches that required a trimap made substantial progress

in image matting, the requirement of an auxiliary input — particularly, one as challenging

to create as a trimap — left image matting inaccessible to casual users. With this in

mind, many researchers pivoted to trimap-free approaches, which sought to eliminate the

need for a trimap as an additional input. A few of these works have attempted some

form of trimap generation [6, 25, 26], as discussed in Chapter 2.2.2.

Chen et al. debuted Semantic Human Matting (SHM), an exciting portrait matting

method, which used a semantic segmentation network, T-Net, to generate a trimap, and

a matting network, M-Net, as the matting stage [6]. Together, these two networks, along

with a fusion module, learned both coarse semantics and fine details to estimate alpha

mattes accurately.
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Zhang et al. proposed A Late Fusion CNN for Digital Matting (LF), a method

that uses a single encoder with two decoder branches for foreground and background

classification [5]. The outputs from the decoders are then fused and blended to estimate

the final alpha matte. This approach was pursued with the goal of achieving more degrees

of freedom with a second decoder branch, allowing for better alpha matte estimations.

LF managed to achieve state-of-the-art results on their custom benchmark, composed of

human subjects from the internet and from the Composition-1k dataset from the DIM

paper [1].

Liu et al. use a three-stage design, which involves a mask prediction network, a quality

unification network, and a matting refinement network, to perform trimap-free matting

[27]. The mask prediction network, trained on both coarse and fine data, predicts a coarse

semantic mask which is fed into the quality unification network. Here, the predicted

mask is adjusted depending on its quality — the quality will be improved for coarse

masks, while the quality for fine masks is lowered — and is passed on to the matting

refinement network. By correcting the quality of the mask in the previous stage, the

matting refinement stage receives a consistent quality of input and is able to create a

final alpha matte estimation.

A different approach, Background Matting, was first introduced by Sengupta et al.

in which an image of the background, without the foreground subject, is used as an

additional input instead of a trimap [28]. Although this design achieved state-of-the-art

results on an altered version of Composition-1K, its biggest limitation was the require-

ment of a background image. The user would need to have the foresight to take a

background image, which would have to be nearly identical to the original composition

— with regard to framing and lighting — for a successful matte. The method also fails

with dynamic backgrounds such as moving water or a car driving by in the background.

Qiao et al. tried a different approach to trimap-free matting when they created

Hierarchical Attention Matting (HAtt) [4]. This method leveraged spatial and channel-
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wise attention as a novel approach to trimap-free matting. This design achieved state-

of-the-art performance on Composition-1K.

Another exciting work was the MODNet paper by Ke et al. [14]. The authors pro-

posed a trimap-free approach which did not require any supplementary inputs, including

trimaps and background images. MODNet decomposes the matting problem into three

sub-objectives: semantic estimation, detail prediction, and semantic-detail fusion. These

sub-objectives are optimized simultaneously through a single, light-weight network. Their

justification for this approach was that neural networks are more effective at learning a

set of simple objectives as opposed to learning a single, complex objective. With this

design, MODNet achieved real-time inference, outperforming other trimap-free methods

in terms of both speed and accuracy [14]. The method achieved state-of-the-art results,

with respect to trimap-free approaches, and delivered remarkable visual results. The

study showed that their model performed well in predicting hollow structures and hair

details, but occasionally failed with some poses and clothing.

Lin et al. improved upon the Background Matting paper [28] by putting forward a

two-network architecture: a low-resolution base network and a high-resolution refinement

network which operates on selective patches [13]. Background Matting V2’s improved

design resulted in a real-time background matting solution that improved upon the orig-

inal state-of-the-art approach by Sengupta et al. in both the speed of inference and the

resolution at which it operates [13, 28].

As mentioned earlier, when it comes to deep learning-based image matting, datasets

play a crucial role. Large-scale datasets help matting networks generalize to real-world

images. Another major contribution from this study was the creation of two datasets:

VideoMatte240K and PhotoMatte13K/85. Aptly named, the datasets contain 240,000

frames from high-resolution videos and 13,000 high-quality images, respectively. Qual-

ity alpha matte annotations require skilled human artists and a painstakingly tedious

labelling process; the reason why creating image matting datasets is quite burden-
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some. Their included ablation study demonstrated improved results when using the

high-resolution datasets, solidifying the case for these datasets.

The primary advantage of a trimap-free approach is that the user does not need

to supply additional inputs to the input image. However, like the original Background

Matting paper by Sengupta et al. [28], Background Matting V2 requires an image of the

background at the time of capture of the input image [13]. This additional, inconvenient

step renders the model ineffective should the user forget to capture the background image

at the time the original picture was taken.

Li et al. introduced Glance and Focus Matting (GFM), in which they used a shared

encoder and two decoders to solve two sub-objectives: segmentation and matting [3].

The glance decoder executes the former sub-objective, while the focus decoder performs

the latter. They also debuted a large, high-quality background dataset, BG-20K, with

contained no salient objects, as well as a diverse benchmark with real-world images to

help judge a model’s generalization ability. This method achieved state-of-the-art results

on this benchmark, further supporting the argument for solving sub-objectives.

Finally, Li et al. proposed P3M-Net — the work that introduced the P3M-10K

dataset that we use — which utilizes a multi-task framework to tackle the image matting

problem, all while introducing Privacy-Preserving Training (PPT) to image matting [15].

Within portrait matting, PPT refers to training models with anonymized images, created

by blurring the identifiable areas of the face, with the goal of preserving the privacy of

individuals in the data. The authors achieved this by introducing the P3M-10K dataset,

which contains 10,000 high-quality image and ground truth alpha matte pairs. Addi-

tionally, they introduced the P3M-500-P and P3M-500-NP evaluation benchmarks that

we use as well. The former benchmark contains blurred faces like the training dataset,

whereas the latter contains normal faces, in order to analyze the generalization capability

of the model.

As for the network architecture of P3M-Net, like GFM [3], they combined a single
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encoder for learning basic visual features, a segmentation decoder, and a matting de-

coder. Additionally, they use three modules: a tripartite-feature integration module,

a deep bipartite-feature integration module, and a shallow bipartite-feature integration

module to model interactions between the encoder and two decoders, the encoder and

segmentation decoder, and the encoder and matting decoder, respectively [15]. This

highly-interconnected structure was formulated with the goal of emphasizing the inter-

actions between each branch and the encoder.

Li et al. reimplemented some of the top trimap-free methods and trained them on

P3M-10K in order to compare them with P3M-Net [15]. Their design achieved state-of-

the-art results on both P3M-500-P and P3M-500-NP; the latter result suggesting their

model generalized well to normal faces, despite being trained on blurred faces. At the

time of writing, P3M-Net remains the best-performing model on these two benchmarks.

Trimap Generation

In many previous image matting works, it was assumed that a trimap was readily available

as input. Unfortunately, this can be a tedious and often labour-intensive task, particularly

for casual users. In recent years, different trimap-free works have attempted to tackle

the image matting problem with various tools such as alternate supplementary inputs

[13, 28, 29], while a few works focused on solving matting sub-objectives in order to

circumvent the historical need for a trimap. Others decided to overcome this obstacle by

introducing various methods to generate a trimap from the input image, allowing these

methods to remain trimap-free from the user’s perspective.

Trimap generation was not necessarily a new innovation for deep learning-based,

trimap-free methods. In fact, there had been a few attempts at automatic trimap gen-

eration using traditional computer vision techniques [30, 31]. However, these generated

trimaps still had ample room for improvement as they struggled with similar foreground

and background colours.
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When the interest in deep learning-based trimap-free methods began increasing, re-

searchers turned to deep learning for this task. Shen et al. used a trimap generation

step in their network structure [25]. They modelled this step as a pixel classification

problem and use a slightly modified semantic segmentation network to classify each pixel

as belonging to one of three classes: foreground, unknown, and background.

Chen et al. [6] utilized a trimap generation network with a similar function as [25].

This network also worked at the pixel level by using semantic segmentation to label

pixels as either foreground, unknown, or background. The output 3-channel trimap is

concatenated with the 3-channel image, resulting in a 6-channel input for the subsequent

matting stage — many networks, such as DIM, use a 4-channel input: a 3-channel image

concatenated with a 1-channel trimap [1, 6].

Zhou et al. introduced a semantic-guided trimap generation network, based on a

modified DeepLabv3 [32] encoder, requiring both an RGB image and a soft segmentation

as inputs into their network [33]. The requirement of a soft segmentation for this network

does not address the need of eliminating all additional inputs but rather replaces a trimap

with a segmentation as an additional requirement.

2.3 Summary of Related Works

All of the aforementioned works, collated and shared below in Table 2.1, have contributed

to and shaped the landscape of image matting research. These works offer many insights

into both the advantages and disadvantages of the various techniques used to tackle the

matting problem. We took these into account when designing our approach and decided

to pursue a modular design to matting.

While some recent works opted to break matting down to sub-objectives which could

be solved using a single network [14, 15], our modular approach would require break-

ing down the matting pipeline into a series of smaller tasks, each solved with separate
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networks. While both Background Matting and Background Matting V2 eliminate the

need for a trimap, they remain reliant on a background image as another input [13, 28].

Our design, based on SHM [6], only requires an input image. However, rather than

treating trimap generation as a multi-class segmentation problem, as demonstrated in

SHM [6] and Boosting SHM [27], we opt to further break the trimap generation task into

two sub-tasks: binary semantic segmentation and trimap generation. Furthermore, we

choose to create the more commonly used 1-channel trimaps, rather than the 3-channel

trimaps created in these works. Lastly, we concatenate the input images with these gen-

erated trimaps and pass them into various trimap-based works [1, 2, 19]. By creating

and subsequently passing generated trimaps into proven trimap-based networks, we hope

to bridge the gap between the convenience of trimap-free works and the performance of

these trimap-based works.
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Table 2.1: Breakdown of Related Works and Required Inputs for Each Method

Type Method Year Trimap-Free Inputs

Traditional Matting Patent 1998 ✗ Image, Trimap

Bayesian Matting 2001 ✗ Image, Trimap

Poisson Matting 2004 ✗ Image, Trimap

Closed-Form Matting 2008 ✗ Image, Trimap

Deep Learning Deep Image Matting 2017 ✗ Image, Trimap

Disentangled Image Matting 2019 ✗ Image, Trimap

IndexNet 2020 ✗ Image, Trimap

F,B, α Matting 2020 ✗ Image, Trimap

Semantic Human Matting 2018 ✓ Image

Late Fusion Matting 2019 ✓ Image

Boosting Semantic Human Matting 2020 ✓ Image

Background Matting 2020 ✓ Image, Background

Hierarchical Attention Matting 2020 ✓ Image

MODNet 2020 ✓ Image

Background Matting V2 2020 ✓ Image, Background

Glance and Focus Matting 2021 ✓ Image

P3M-Net 2021 ✓ Image

Semantic-Guided Automatic Matting 2021 ✓ Image, Segmentation
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A Modular Design for Portrait

Matting

Our approach to designing a modular image matting network stems from one main in-

tuition: neural networks may perform better on a series of simpler steps as opposed to

one large, complex task. Some works have demonstrated success in trimap-free matting

by breaking down the process using multiple networks [6, 26, 27], others have attempted

it by solving sub-objectives within a single network [3, 14, 15]. Building on the former

approaches, a modular design may allow us to bridge the gap between trimap-based and

trimap-free matting, while also introducing the possibility of interactivity in trimap-free

matting, discussed further in Chapter 5.1. We choose to explore the feasibility of modular

image matting by generating viable trimaps to use with proven trimap-based networks.

Our three-step trimap-free matting process starts with the semantic segmentation stage.

3.1 Semantic Segmentation

As with other trimap-free methods, the reasoning for semantic segmentation as the pre-

liminary network in our design is to generate the rough outline of the foreground subject

in the image. This first stage can be depicted visually, as shown in Figure 3.1, and

19
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Figure 3.1: The design of the semantic segmentation stage. This network takes an image
as input and returns a segmentation as output, which is passed on to the next stage of
our modular design.

mathematically as:

S(x; θs) (3.1)

Here, S is the semantic segmentation network and x is the input image. As shown in both

depictions, the segmentation network requires solely an image as input and it outputs a

semantic segmentation.

This stage may be the most important in our modular design as it acts as the foun-

dation upon which the rest of our matting process is built upon; any major successes and

failures will likely come down to the performance of the segmentation stage. Without this

vital step, our matting stage would essentially be approaching the problem blind. Mat-

ting networks need a defined region to operate in. This region can be provided through a

user-defined trimap or through an automatically generated segmentation with some form

of subsequent processing. Otherwise, they end up failing.

For our experiments, we alternate between two semantic segmentation network struc-

tures: UNet [34] and UNet++ [35]. Both models use an EfficientNet-B4 [36] backbone,

pretrained on ImageNet weights [37]. These models were obtained through the Segmen-
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tation Models library [38] and were fine-tuned on the P3M-10k dataset with a starting

learning rate of 1× 10−3, using inferred ground truth segmentations. This ground truth

creation process is described in detail in Chapter 4.1.2. Both networks were tuned using

Dice Loss,

DL = 1− 2yŷ + 1

y + ŷ + 1
[39]

Here, y is the ground truth segmentation mask and ŷ is the predicted segmentation mask.

Both semantic segmentation models were trained in isolation and any case in which they

were further tuned to the entire modular architecture design will be indicated. This

process is detailed later, in Chapter 4.5.2.

Our motivation for using two models in this study is to demonstrate one of the main

advantages of a modular design: flexibility. Our design allows users to replace and

choose their network of choice for each stage, provided it is compatible with respect to

its inputs and outputs. Users may have different preferences based on inference time,

accuracy, and computational restrictions, and the freedom to choose networks based on

these preferences is the main reason for pursuing a modular design. We take a look at the

impact on our results of swapping between the two segmentation networks in Chapter

4.5.3.

3.2 Trimap Generation

Without converting the output segmentation from the preceding network into a trimap,

the matting stage would only be able to operate within the bounds of the segmentation.

By converting it to a trimap, we are able to provide the matting network with defined

foreground, unknown, and background regions. The matting network can then operate

solely within the unknown region.

In order to perform trimap generation, we first take advantage of the semantic seg-

mentation stage, as explained above. The segmentation created by the preceding stage
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Figure 3.2: The general design of the trimap generation stage. This network takes the
outputted segmentation from the previous semantic segmentation stage as input and
returns a trimap as output. This trimap is then passed on to the next stage of our
modular design.

gives us a rough outline of where the foreground subject is in the image, without having

to worry about fine structures such as hair and fabric. This is followed by the trimap

generation stage, which is illustrated in Figure 3.2 and represented mathematically as:

T (S(x; θs); θt) (3.2)

Here, T is the trimap generation network, S is once again the semantic segmentation

network, and x is the input image. As shown in both the network illustration and

the mathematical representation, the trimap generation network uses the segmentation

created by the preceding semantic segmentation network as the input and returns an

estimated trimap as output.

Our trimap generation network is trained on ground truth trimaps, created by erod-

ing and dilating ground truth alpha mattes. This process is further detailed in 4.1.2.

The objective of our trimap generation network is to erode and dilate the edges of the

aforementioned semantic segmentation estimation. These modifications to the segmen-

tation give us an unknown region, in which the matting stage can operate. By both

dilating and eroding, we give the matting network a bit more room to operate in both
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the estimated foreground region and background region, allowing for small mistakes by

the segmentation stage to be remedied.

Our trimap generation network follows a simple encoder-decoder structure, as shown

in Figure 3.4. This autoencoder was trained using Mean Squared Error (MSE) Loss,

MSE =
1

N

N∑
i=0

(yi − ŷi)
2 [40]

Here, ŷi is the predicted value at pixel i, whereas yi is the ground truth value at that

pixel. This network architecture and training setup allowed us to generate fairly accurate

trimaps. At this stage, with the preceding semantic segmentation network and the current

trimap generation network working in tandem, we are able to produce reasonable trimaps

while only requiring an image as input.

While similar results can be achieved by applying erosion and dilation through a

tool like OpenCV, we choose to create a network because it allows our entire matting

architecture, from segmentation through to matting stages, to be differentiable. Thereby

allowing us to train the entire design together, should we choose. We dive deeper into

this idea in Chapter 4.5.2.

3.3 Image Matting

The final stage of our modular design is the image matting step. This stage, shown in

Figure 3.3, takes the original image concatenated with the generated trimap from the

previous stage as input and returns the final alpha matte as output. This is depicted

mathematically as:

M (x⊕ T (S(x; θs); θt) ; θm) (3.3)

Here, M is the matting network, T and S are the trimap generation and semantic
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Figure 3.3: The design of the image matting stage. As input, this network uses the
original image concatenated with the previously generated trimap. It produces and
returns the final alpha matte estimation as the output.

segmentation networks, respectively, and x is the input image.

For the matting stage of our modular design, we opted to use pretrained models from

some of the most popular trimap-based image matting works. These are Deep Image

Matting [1], IndexNet [19], and FBA Matting [2]. These are image matting works which

have been shown to provide excellent results, albeit relying on a trimap as additional

input. Again, one of the main benefits of our modular design is that we are granted the

freedom to swap out and replace the networks at each stage.

In addition to comparing our architecture results to leading trimap-free methods, we

also compare the results of utilizing these pretrained models within our networks with

generated trimaps versus the results of passing in ground truth trimaps. This way, we

can determine whether or not our modular design is a viable alternative to the original

trimap-based approach to these works. This process is further detailed in our ablative

study, discussed in Chapter 4.5.1.



Chapter 3. A Modular Design for Portrait Matting 25

Figure 3.4: The entire modular image matting architecture. Each stage is depicted
as a general encoder-decoder network but can be replaced with compatible networks
depending on the user’s preferences.

3.4 Network Architecture

Our main experiment explores the viability of a modular image matting network archi-

tecture for the purposes of trimap-free image matting. As mentioned above, we use a

semantic segmentation network, S, for the first stage of our network, a trimap generation

network, T , for the second stage, and finally an image matting network, M, for the third

and final stage. This is depicted mathematically as:

y = M (x⊕ T (S(x; θs); θt) ; θm) (3.4)

Here, x is the input image and y is the resulting estimated alpha matte. In its entirety,

the general design of our network can be seen in Figure 3.4. In summary, the first stage,

the semantic segmentation network, produces a semantic segmentation using the original

image as input. This segmentation is passed onto the trimap generation stage, which

produces a trimap from the segmentation. This generated trimap is concatenated with

the original image and passed into the final matting stage, which produces and returns
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the estimated alpha matte as output. As part of our modular design, the networks at

each stage can be swapped out and replaced with other compatible networks, as desired

by the user.

An example network design for one of our variants, DIM (UNet) can be seen in

Figure 3.5. This variant utilizes a fine-tuned UNet for our semantic segmentation stage,

our new trimap generation network for the second stage, and a pretrained Deep Image

Matting model [1] for the image matting stage. Like all of our other test variants, we

use a single image as input for the first network, the semantic segmentation stage. This

stage outputs a semantic segmentation, which is then fed into the second network, the

trimap generation stage. This network outputs a trimap based on the inputted semantic

segmentation. The generated trimap is then concatenated with the original input image

and fed into the final image matting stage, which produces the final output alpha matte.

As mentioned earlier, one of the main advantages of a modular design is flexibility.

The end user can decide which networks work best for their needs and constraints at each

stage. We perform our experiments on different variants of our design to demonstrate

how swapping networks can affect the estimated alpha mattes. These variants are listed

below, with specified semantic segmentation networks in parentheses:

• DIM (UNet);

• DIM (UNet++);

• DIM (UNet++, Fine-Tuned);

• IndexNet (UNet);

• IndexNet (UNet++);

• FBA Matting (UNet); and

• FBA Matting (UNet++).
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Chapter 4

Experiments

4.1 Datasets

The rise of deep learning-based approaches in image matting can partially be attributed to

large-scale datasets like the Adobe Deep Matting dataset introduced by Xu et al. in 2017

[1]. Deep learning-based approaches require massive amounts of data in order for patterns

to be recognized. Consequently, the datasets required for these deep learning-based

approaches required upwards of tens of thousands of images, each with a high-quality

corresponding mask. Unfortunately, high-quality ground truth alpha mattes are difficult

to annotate and the laborious process often requires domain experts. In order to save time

and money, earlier deep learning-based image matting approaches relied on composited

datasets. Here, a single image and its corresponding high-quality alpha matte annotation

were used to extract a foreground. This foreground was then composited onto a number of

random backgrounds, thereby allowing multiple variations of the input images, while only

requiring the single, original alpha matte. In order to allow generalization to real-world,

natural images, training techniques such as augmentations were utilized [1]. However,

natural training images remain the preferable option for allowing more accurate alpha

matte estimations on natural test images.

28
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Thankfully, a few datasets have been introduced over the past few years which are

composed of high-quality alpha matte annotations on natural images [13, 14]. One of

those datasets is the Privacy Preserving Portrait Matting (P3M-10K) dataset [15], which

we chose to utilize for our portrait matting research. Aside from being composed of

10,000 natural images and high-quality alpha mattes, this dataset also has another unique

property which piqued our interest: it blurred out the faces of all foreground subjects.

An example of a blurred image can be seen in Figure 4.1.

4.1.1 Privacy in Deep Learning

Recently, there has been a lot of debate and controversy revolving around privacy in

technology, mainly in deep learning. The P3M-10K dataset was introduced to address the

problem of privacy in deep learning training data [15]. As mentioned earlier, annotating

ground truth alpha mattes is a painstaking task, making it difficult to obtain high-

quality ground truths. Fortunately, P3M-10K contains thousands of real-world images,

with corresponding high-quality alpha mattes, and a variety of foreground subjects in

various poses in front of complex backgrounds.

However, one concern with this type of approach was how well networks trained

on blurred facial data would translate to normal, everyday images of human subjects.

Fortunately, this dataset was shown to generalize to clear images of faces, as well as

partially obstructed faces due to face masks [15]. With all these factors being considered,

the P3M-10K dataset was ideal for our research purposes.

4.1.2 Ground Truth Segmentations and Trimaps

Although the P3M-10K dataset provides both high-quality images and corresponding

ground truth alpha matte annotations, our network architecture requires additional

ground truths for training our network, including segmentation masks for the seman-

tic segmentation branch and trimaps for the trimap generation branch. Accordingly,
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Figure 4.1: Generating the additional ground truths from the alpha matte.

these labels were able to be inferred from the ground truth alpha mattes, as shown in

Figure 4.1.

The segmentation masks were created by applying OpenCV’s binary thresholding to

the alpha matte, allowing for binary semantic segmentation [41]. In the case of binary

semantic segmentation, each pixel will be classified as belonging to the foreground or to

the background, either belonging to class 1 or class 0. On the other hand, in the case of

image matting, each pixel is given an alpha value of 1.0 if it is in the foreground, 0.0 if it

belongs to the background, or any value in between, depending on its transparency. This

results in more detail being preserved in the alpha matte as compared to the semantic

segmentation, as shown in the aforementioned figure.

As for the ground truth trimaps, they were created by eroding and dilating the corre-

sponding ground truth alpha mattes, as described by [1]. We used OpenCV here as well

[41]. Eroding and dilating the edges of the alpha matte allow for a reasonable estimation

of the unknown region that lies between the foreground and background on boundary

regions of the alpha matte, as demonstrated in Figure 4.1. These inferred ground truths

attest to the versatility granted by an accurate alpha matte and, by extension, the power

of image matting.
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4.2 Metrics

We measure our experiments with three metrics: Sum of Absolute Differences (SAD),

Mean-Squared Errors (MSE), and Mean of Absolute Differences (MAD). These three

metrics are among the most common metrics used in image matting works and were

used in [15]. We use the same values as them in our calculations.

For the trimap-based approaches, these values are calculated within the unknown

regions of the ground truth trimaps. For the trimap-free approaches, these values are

calculated across the whole image, in order to account for any potential errors in the

segmentation stage, as well as the unknown regions of the ground truth trimaps. For

each metric, the differences are summed over every pixel in the image for whole image

metrics or across every pixel in the foreground for the trimap unknown region metrics.

For MSE and MAD, the summed value is then divided by the number of pixels.

The SAD equation is:

SAD =
1

1000

N∑
i=0

|yi − ŷi|

Next, the equation for MSE is:

MSE =
1

N

N∑
i=0

(yi − ŷi)
2

Lastly, for the equation for MAD is:

MAD =
1

N

N∑
i=0

|yi − ŷi|

For each metric, ŷi is the predicted value at pixel i and yi is the ground truth value at

that pixel.
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4.3 Results

In each of the tables showing our results below, our networks are composed of a specified

segmentation stage, our trimap generation network, and the stated matting network.

More details on the setup of each stage can be found in Chapter 3. All three networks

were trained independently, unless otherwise specified. The semantic segmentation net-

work will either be a UNet or UNet++ model, both pretrained with an EfficientNet-B4

backbone using ImageNet weights, and further trained on the P3M-10K inferred ground

truth segmentations. The trimap generation stage for these tests is the encoder-decoder

network we used trained on the P3M-10K ground truth trimaps we generated.

Finally, for the matting stage, we use DIM, FBA Matting, and IndexNet models,

which were all pretrained on the Adobe Deep Matting dataset [1, 2, 19]. FBA Matting,

however, made a few modifications to the dataset to allow for more accurate augmen-

tations. The DIM model labelled as fine-tuned was tuned end-to-end across the entire

design with the UNet++ semantic segmentation network, our trimap generation network,

and the DIM pretrained network. We describe this version of our design in more detail

in Chapter 4.5.2. In both Tables 4.1 and 4.2, we compare the quantitative results from

our design variants to other trimap-free methods. The values for the Late Fusion (LF),

Hierarchical Attention Matting (HAtt), Semantic Human Matting (SHM), and Glance

and Focus Matting (GFM) models were retrieved from [15]. Li et al. trained each model

on the P3M-10K dataset and evaluated them on the P3M-500-P and P3M-500-NP bench-

marks. It should be noted that the MODNet model is the pretrained model from [14]

and was trained on their image matting dataset, not P3M-10K like the other models.

Starting with the quantitative results on the trimap unknown region of the P3M-500-

P benchmark in Table 4.1, we see that our best-performing variant, FBA Matting with

the UNet++ semantic segmentation network, performs favourably in the SAD metric

compared to most trimap-free methods. The only exception being the state-of-the-art

P3M-Net. However, our design is edged out by GFM and SHM in the MSE metric and
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Table 4.1: Performance on P3M-500-P and P3M-500-NP Benchmark with Trimap-Free
Matting Networks (Trimap Unknown Region). * Denotes Values from [15].

Network
P3M-500-P P3M-500-NP

SAD ↓ MSE ↓ MAD ↓ SAD ↓ MSE ↓ MAD ↓

MODNet (2020) 17.10 0.078 0.117 17.64 0.063 0.103

LF* (2019) 12.43 0.042 0.082 14.53 0.042 0.083

HAtt* (2020) 11.03 0.038 0.075 13.48 0.040 0.080

SHM* (2018) 9.14 0.026 0.055 9.14 0.026 0.055

GFM* (2021) 8.84 0.027 0.062 10.16 0.027 0.062

P3M-Net (2021) 6.78 0.019 0.047 7.54 0.017 0.046

DIM (Ours, UNet) 12.30 0.047 0.086 13.98 0.045 0.082

DIM (Ours, UNet++) 9.92 0.036 0.068 11.98 0.035 0.071

DIM (Ours, UNet++, Fine-Tuned) 9.58 0.035 0.065 11.25 0.035 0.065

IndexNet (Ours, UNet) 11.53 0.045 0.079 13.57 0.044 0.078

IndexNet (Ours, UNet++) 9.44 0.032 0.065 11.18 0.033 0.065

FBA Matting (Ours, UNet) 10.96 0.044 0.074 13.10 0.044 0.074

FBA Matting (Ours, UNet++) 8.55 0.029 0.058 10.31 0.031 0.059

Table 4.2: Performance on P3M-500-P and P3M-500-NP Benchmark with Trimap-Free
Matting Networks (Whole Image). * Denotes Values from [15].

Network
P3M-500-P P3M-500-NP

SAD ↓ MSE ↓ MAD ↓ SAD ↓ MSE ↓ MAD ↓

MODNet (2020) 137.98 0.073 0.080 110.03 0.055 0.063

LF* (2019) 42.95 0.019 0.025 32.59 0.013 0.019

HAtt* (2020) 25.99 0.005 0.015 30.53 0.007 0.018

SHM* (2018) 21.56 0.010 0.013 20.77 0.009 0.012

GFM* (2021) 13.20 0.005 0.008 15.50 0.006 0.009

P3M-Net (2021) 8.49 0.003 0.005 10.90 0.003 0.006

DIM (Ours, UNet) 27.54 0.012 0.016 31.11 0.013 0.018

DIM (Ours, UNet++) 22.9 0.010 0.013 25.53 0.015 0.011

DIM (Ours, UNet++, Fine-Tuned) 21.89 0.010 0.013 25.28 0.015 0.011

IndexNet (Ours, UNet) 26.35 0.012 0.015 30.69 0.014 0.018

IndexNet (Ours, UNet++) 22.41 0.009 0.013 25.24 0.011 0.015

FBA Matting (Ours, UNet) 25.57 0.012 0.015 30.03 0.014 0.017

FBA Matting (Ours, UNet++) 21.35 0.009 0.012 24.28 0.011 0.014
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Figure 4.2: Example from P3M-500-P benchmark.

again by SHM in MAD. This carries over to the P3M-500-NP benchmark, where our top-

performing method is beat out by SHM, GFM, and P3M-Net in SAD and MSE. It is also

bested in MAD by SHM and P3M-Net. Our method does, however, score better a SAD,

MSE, and MSE than MODNet, LF, and HAtt on both the P3M-500-P and P3M-500-NP

benchmarks.

Moving over to the results on the whole image on the P3M-500-P evaluation bench-

mark in Table 4.2, our best-performing method outscores most trimap-free models, with

the exception of GFM and P3M-Net, on all three metrics. Our fine-tuned DIM variant

also manages to beat out MODNet, LF, and HAtt on all three metrics. It ties SHM in

MSE and MAD, but scores slightly worse than in SAD.

As for the P3M-500-NP evaluation on the whole image, our top variant beats out

MODNet, LF, and HAtt in SAD once again. HAtt does manage to score better MSE

and MAD results. SHM, GFM, and P3M-Net outscore our model in all three metrics

again. For both the P3M-500-P and P3M-500-NP benchmarks, there is a larger gap

between the top-performing models on SAD compared to the lower scoring ones.

4.3.1 Visual Analysis

Seeing as how image matting is a visual task, the perceivable results play just as important

of a role in the big picture as quantitative results. First, we examine the predicted alpha

mattes between our design variants to see how modifying different stages of our modular

design can impact the final alpha matte estimation. Furthermore, to measure the visual
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performance of our design, we also compare our design’s alpha matte estimations to both

ground truth alpha mattes and the mattes generated from the current state-of-the-art

model, P3M-Net.

Starting with some of the images from the P3M-500-P evaluation benchmark, shown

in Figures 4.2 and 4.3, we see that in many cases, our design and P3M-Net perform

similarly. More examples can be found in Figures C.1, C.2, C.3, C.4, C.5, and C.6, in

the appendix. In Figure 4.3, our design preserves stray hairs and the outer boundary

noticeably better, but P3M-Net manages to capture the hollow areas between the body

and hair. This was a common theme amongst a large part of the benchmark.

One interesting takeaway was the fact that in quite a few images, such as the examples

in Figure 4.4, our method managed to retain hair and other fine structures better than the

ground truth annotations. Oddly, this means that our design was actually punished in

these cases in the quantitative results above. This emphasizes the value of high-quality,

and more importantly, accurate ground truth annotations. Granted, annotating ground

truth alpha mattes is a very laborious undertaking, requiring meticulous attention to

detail.
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Figure 4.3: More examples from P3M-500-P benchmark.
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Figure 4.4: Fine detail retention in examples from P3M-500-P benchmark.
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4.3.2 Visual Performance on Videos

We ran a few royalty free stock videos found on Pexels.com [42] through both networks

— P3M-Net and FBA (Ours, UNet++) — and analyzed the resulting alpha matte pre-

dictions and foreground extractions. We include a few frames from the two videos and

their corresponding alpha mattes in the figures below. Additional frames can be seen in

Figures D.1 and D.2 in the appendix. For context, we chose to include the results from

these videos because they exhibit different cinematographic properties.

The first video features a medium shot of a woman standing in a lake. The shot closes

in to a medium close up and zooms back out to a medium shot. The background is of

a medium complexity, with a blurred shore line in the distance and some clouds in an

otherwise clear sky. The subject has very curly hair and the reflection of the sunlight off

of the lake causes some interesting lighting effects on her skin and clothing.

The second video is quite a bit more complex as it involves a medium shot of a woman

with long, straight hair jogging. The camera moves with the subject and maintains her

position in frame. Because the camera is moving and so is the subject, we see that there

is a lot of shaking throughout the video. With every step she takes, her hair changes

positions considerably every few frames. Of course, as both her and the camera move,

the background changes too. Collectively, this is quite a complex video in the perspective

of image matting.

With that being said, we start off with Figure 4.5. Here, we see that both networks do

a great job in the semantic segmentation estimation; the subject’s entire body is preserved

with no large artifacts. The differences start at the boundary regions of the alpha matte

estimations. On the left, P3M-Net has slightly blurrier boundaries throughout, compared

to our design on the right. The most noticeable difference is in the hair. On the right,

we see clear outlines of individual strands of hair as well as curls being clearly defined.

On the left, this the hair is much less defined. Although both are not quite perfect, the

right seems to have done a better job capturing the fine details. This hints at the efficacy
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Figure 4.5: Visual performance on video of woman in water: medium shot.

Figure 4.6: Visual performance on video of woman in water: medium close-up shot.
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Figure 4.7: Visual performance on video of woman in water: medium close-up shot, from
the side.

of using a proven trimap-based network for the matting stage, such as FBA Matting.

Next, we use a frame with a cropped-in shot in Figure 4.6. Here, we see that although

there is a big improvement in the clarity of the fine structures on the left, the difference

between P3M-Net and ours, on the right, is much more pronounced. Much more detail is

preserved in the hair once again, with smaller structures absent in P3M-Net’s estimated

alpha matte.

The last frame from this video that we analyze shows the subject from her side, shown

in Figure 4.7. Here, we see more of the same from the two networks. An excellent job

with the initial corresponding semantic segmentation steps, but more fine structures and

detail preserved with our design. Once again, this is most noticeable in the hair. While

our design does a better job of identifying and singling out individual strands and curls,

both designs leave some of the background in the final matte estimation.
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Figure 4.8: Visual performance on video of woman jogging: medium shot, frame 1.

Switching over to the second video, we see both models’ predicted alpha mattes in

Figure 4.8. Again, this video is much more complicated, in an image matting sense, so

we expect to see more errors in these alpha matte estimations. Starting with the initial

semantic segmentation estimation, both perform well on the subject’s body, but P3M-Net

in the middle does struggle with the gap in between her left arm and her torso. Going to

her hair, we see that both networks struggle with defining the hollow areas in her hair.

P3M-Net does define one area above her left shoulder that our model misses out on. In

terms of the fine structure estimation, our design does a much better job of separating

out individual strands of hair compared to P3M-Net. Again, this can be credited to

a successful trimap generation and subsequent matting stage. These fine details being

preserved demonstrates how a well-defined trimap coupled with a powerful trimap-based

matting network can be used to create detailed alpha mattes.

The results on a frame later in the video, shown in Figure 4.9, show a case where the

state-of-the-art P3M-Net, in the middle of the figure, fails to capture most fine structures

and also has large semantic estimation mistakes. Once again, it fails to capture the space

between the subject’s arm and torso. Moreover, the most noticeable mistake is the large

portion of her hair that is missing. Because this hair is blowing in the wind and is

therefore slightly transparent and a slightly different colour, it appears that P3M-Net

has failed to capture it as part of the final alpha matte estimation. Our design, on the

right, does not handle this perfectly, but it retains most of the hair and many of the gaps

in between. These results illustrate the potential of our design and offer a preview of how



Chapter 4. Experiments 42

Figure 4.9: Visual performance on video of woman jogging: medium shot, frame 2.

well our design adapts to real-world images and videos as compared to the state-of-the-art

P3M-Net, which outperformed ours in numerous quantitative results.

Lastly, we take a look at a foreground estimation from each network in Figure 4.10.

Starting with ours on the right, we see a realistic semantic segmentation of the subject’s

body but, as expected, some issues with hollow areas between the hair. On the right

side of her face, some of the hollow areas have been retained but some of the big ones

on the other side remain. This would entail seemingly random streaks of white and a

blotch of blue being preserved should this foreground extraction be used as is. Going

to the P3M-Net foreground extraction on the left, we see the issue of losing the hollow

area between the left and arm again. In the hair, it performed similarly to ours, but left

out a few individual strands of hair around the outside. Additionally, none of the hollow

areas in between her hair are maintained in this alpha matte estimation. Again, in the

context of image matting, this video is very complicated and although there were some

issues, overall, both methods perform admirably.

Although not perfect, the results from both networks show us the promise of trimap-

free matting. Creating a cohesive, consistent string of trimaps for these videos — par-

ticularly, the second video — by hand would be an immensely painstaking task. These

methods both showcase the true potential of trimap-free matting. Moreover, these alpha

matte estimations and foreground extractions are a testament to how far trimap-free

methods have come over the past few years.
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Figure 4.10: Visual performance on video of woman jogging: medium shot, foreground
extracted.

4.4 Discussion

As an exploratory work into this modular approach to image matting, both quantitatively

and visually, the alpha matte estimations from our design shows the potential of trimap-

free methods. Although there is always an expected decrease in accuracy compared to

trimap-based matting, our design shows great promise in taking the next step towards a

viable, convenient approach to previous trimap-based image matting works.

Once again, it should be noted that while most of the models shown were trained on

P3M-10K, the MODNet pretrained model we used was trained on a different dataset.

This may explain the poor results it produced across our tests. In addition, some of our

results were retrieved from [15] as we did not have access to the models to train them

on P3M-10K. As such, the results for SHM on P3M-500-NP on the trimap region may

be inaccurate. The results across all metrics are identical to the performance on the
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P3M-500-P benchmark, which is highly unlikely. However, we chose to include them as

is considering this was how they were presented in the original paper [15].

We opted to use the FBA Matting variant of our network architecture with the

UNet++ semantic segmentation network, and our trimap generation network in our

detailed comparison with the state-of-the-art P3M-Net network. This FBA Matting

variant had the best performance from all of our networks, as shown in Tables 4.2 and

4.1.

Starting with the trimap region results, our method achieves competitive performance

with the top trimap-free methods on both benchmarks. Only P3M-Net beats our top-

performing variant in SAD on the P3M-500-P benchmark. Granted, our design is slightly

outperformed on some of the other metrics compared to GFM and SHM as well. That

being said, our method was consistently performing near the top for both benchmarks on

the trimap regions. This implies that our design worked fairly well, but there may have

been some errors during the semantic segmentation stage. We came to this insight as

our matting stage uses tried-and-true trimap-based networks. These networks work well

with precise trimaps, suggesting that deviations from the baseline, explained in Chapter

4.5.1, are due to mistakes in our generated trimaps, which use our estimated semantic

segmentations as a foundation. An additional insight relates to the variation in our

design’s results based on which networks we use; an insight we discuss in further detail

later on.

In terms of the results across the whole image, all of our methods score similarly in

all three metrics within both benchmarks. The relative performance across the different

matting methods and design changes remain consistent — the UNet++ versions of each

model outperform the UNet versions and the FBA-based variants beat out the IndexNet

variants, which, in turn, beat the DIM-based variants. This implies that the matting

stage works as expected within each design version. However, as we noted in the trimap

region analysis, this also indicates that the main issue in our design lies with the earlier
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segmentation stage. As we predicted, any large error from the semantic segmentation

network will be carried over into the subsequent trimap generation and matting networks.

This can be seen in the example outlier images in Figure 4.12.

The preservation of these errors in subsequent networks has been a valid concern

with decomposed image matting, in which the semantic segmentation stage and matting

stage are handled by two completely different networks. One of the main limitations of

a decomposed approach to image matting is that mistakes in the earlier stages carry on

to the later stages. As such, the outliers from our results were all due to this inherent

drawback. In cases where our segmentation network had small mistakes, the trimap

generation step could usually mitigate those errors by eroding and dilating the boundary

regions. In the scenarios where the segmentation network completely fails, those mistakes

essentially become irreparable. Some examples of these cases can be seen in Figure 4.12,

while a larger selection can be seen in Figures B.1, B.2, and B.3 in the appendix. This

was only the case in a minority of our results. A few estimated alpha mattes with very

large SAD values, some magnitudes of order greater, may have caused these potentially

misleading results. In Chapter 4.5.4, we detail the process of removing potential outliers

for both our top-performing design and the state-of-the-art P3M-Net method. Removing

the outliers resulted in much closer metrics between the two models, as seen in Tables

4.5 and 4.6. After removing the outliers for both models, the results become more

representative of the similar visual performance of the two methods.

The discrepancy between the trimap-based networks with ground truth trimaps as

compared to our design in Table 4.3 is due to the gap that remains between ground

truth trimaps and our generated ones. Our long-term goal is to find ways to bridge this

gap in order to bring trimap-based matting accuracy to trimap-free methods. It appears

that at this stage in the ever-changing landscape of image matting, particularly with

respect to a modular design, that tightening this gap will rely on further advancements

in semantic segmentation. Until these improvements arrive, we can sidestep this road-
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block by introducing innovative applications, such as the ideas presented in Chapter 5.1.

While not ideal trimap-free alternatives, these applications can be valid means to achieve

trimap-based performance, without having to create a trimap from scratch.

Based on these results, our design remained competitive with the top trimap-free

methods in both benchmarks. Although it never surpassed the state-of-the-art P3M-

Net, it remained close throughout, even with a few large outliers. Our visual analysis

showed how well our design performed on real-world images and videos; outperforming

P3M-Net many times too. This may be indicative of the domain gap that remains

between benchmark datasets and real-world data.

One of the most fascinating insights from these results is the potential for innovation in

matting due to the flexibility of our modular design. Within the trimap unknown region

across both benchmarks, there is a sizeable gap between the SAD of the lowest-performing

variant and the top-performing variant of our design. This gap is even greater when

analyzing the whole image results for both networks. Replacing networks at the various

stages of our architecture resulted in noticeable differences, both in the quantitative

results and our visual analysis.

Undoubtedly, the most exciting part about these findings is the notion of how mod-

ularity will impact the future of image matting. The idea of further innovations in the

matting process being swapped into current models can be realized with modular designs.

While the top-performing trimap-free networks today may become obsolete tomorrow,

our modular design will allow for compatible, improved networks to substitute the current

models at each stage of our design.

Ultimately, these experiments have demonstrated the potential and feasibility of using

a modular approach to trimap-free image matting. With ample room for exploration and

improvement, modular architectures seem to have a compelling future in image matting.
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4.5 Ablative Studies

4.5.1 Comparing Our Design with Baseline Matting Methods

When analyzing the performance of our networks, we wanted to compare our results

to those of other trimap-free methods, but also, with those of a baseline. In order to

assess the viability of this work with respect to the larger picture of image matting,

these baselines would have to consist of popular trimap-based image matting techniques.

In this case, the baseline was the performance of each of our matting network variants

with ground truth trimaps as the auxiliary inputs, as opposed to our generated trimaps.

We passed these ground truth trimaps to the standalone, pretrained DIM, IndexNet, and

FBA Matting networks. The results on these trimap-based networks can be seen in Table

4.3.

Next, we take these baseline trimap-based results with ground truth trimaps and

compare them to our corresponding trimap-free designs with generated trimaps, as shown

in Table 4.4. As expected, the original, proven trimap-based versions beat out our

corresponding network variants as they rely on ground truth trimap values, which were

inferred from ground truth matte values. On the other hand, our models generated their

own trimaps using our architecture described in Chapter 3. Despite the fact that our

model was outperformed by the trimap-based networks, these results are quite exciting.

We have shown that even though we remove a crucial secondary input from the image

matting pipeline, we are able to achieve results that are in the same neighbourhood as

the original trimap-based networks. Although there is ample room for improvement,

these results indicate that a modular design may be a more feasible alternative path to

using trimap-based networks. An approach that delivers reasonable alpha mattes without

having to input a trimap.

Neither the goal nor the expectation was to beat the trimap-based scores, but rather,

to minimize the difference between them. The only difference between the trimap-based
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Table 4.3: Performance of Baseline Trimap-Based Matting Networks on P3M-500-P
Benchmark

Network SAD ↓ MAD ↓ MSE ↓

DIM with Ground Truth Trimaps 8.45 0.060 0.022

IndexNet with Ground Truth Trimaps 7.92 0.056 0.019

FBA Matting with Ground Truth Trimaps 5.76 0.041 0.012

Table 4.4: Comparing Our Best-Performing Design Variants with Their Corresponding
Trimap-Based Networks on P3M-500-P (Trimap Unknown Region)

Network SAD ↓ MAD ↓ MSE ↓

DIM (Ours, UNet++, Fine-Tuned) 9.58 0.065 0.035

DIM with Ground Truth Trimaps 8.45 0.060 0.022

IndexNet (Ours, UNet++) 9.44 0.065 0.032

IndexNet with Ground Truth Trimaps 7.92 0.056 0.019

FBA Matting (Ours, UNet++) 8.55 0.058 0.029

FBA Matting with Ground Truth Trimaps 5.76 0.041 0.012

methods and ours was that theirs used ground truth trimaps and ours generated them

using our architecture. Accordingly, the more accurate our generated trimaps become,

the closer we are to the performance of the original trimap-based networks.

4.5.2 Impact of Fine-Tuning Entire Network Architecture

One of the clear advantages of using a trimap generation network, as opposed to simply

using a computer vision library such as OpenCV, to generate our trimaps is that our

network is differentiable. This property of neural networks allows us to not only train

the trimap generation network individually but also to fine-tune our entire modular

design — from semantic segmentation network to trimap generation network to matting

network — end-to-end.
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Considering the fact that the pretrained, trimap-based networks we use have been

proven to work effectively, as seen in their own papers [1, 2, 19] and in our trimap-based

evaluations in Chapter 4.5.1, we opt for freezing the matting stage, in this case, the

pretrained DIM network. Our focus is on the two prior stages, so we fine-tune them but

use the entire network architecture to do so. We lower the learning rate to 1× 10−6 and

use the P3M-10K dataset.

For this ablative study, we compare the result of this fine-tuned variant of the network

to the network without it. As shown in Tables 4.1 and 4.2, we see how this affects the

results on the trimap region and the whole image, respectively. We see improvements

across most of the metrics in the trimap region and drops in the SAD metric for the

whole image. These improvements hint at the benefits of using a fully differentiable

design. We would expect similar improvements by performing this type of fine-tuning

with our other variants as well. In a future study, it would be intriguing to assess how

changing factors such as the learning rate or chosen dataset for this step would impact

the final performance and results of these variants.

4.5.3 Choice of Semantic Segmentation Network

We wanted to see how the choice of a different network at the segmentation stage can

affect the entire matting process and to see if a larger, more powerful segmentation

network would lead to better alpha matte estimations at the end of our pipeline. Because

many of the current trimap-based networks perform so well already, this increases the

importance of an effective semantic segmentation network, and subsequently, the trimap

generation network. We have seen that the matting stage works very well on ground

truth trimaps, so we hope to leverage advancements in semantic segmentation to create

precise trimap estimations.

We start off with a UNet model with a EfficientNet-B4 backbone pretrained on Ima-

geNet weights. We replace this model with a UNet++ variant with the same pretrained
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Figure 4.11: Comparing the impact of the semantic segmentation network on the esti-
mated alpha mattes from our design.

backbone and alternate between the two models for our evaluation. We did so with the

intent of assessing the importance in semantic segmentation network choice in our model.

After all, the freedom to choose and replace the network at each stage is the main draw

to a modular approach. When opting for the UNet++ variant, we see improvements

across the board in both trimap regions and whole images for every matting network, as

shown in Tables 4.1 and 4.2.

Visually too, there were noticeable improvements between the estimated alpha mattes

using the UNet++ variants compared to the identically configured UNet ones, as shown

in Figure 4.11. The most drastic improvements were in video, where the inconsistency

between frames with the UNet variants was jarring compared to the natural consistency

and smoothness in the case of the UNet++ variants.

In the case of this exploratory work, our motivation was to improve the quantitative

and visual performance of our design, so the UNet++ variant was the most alluring for
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Table 4.5: Effect of Outliers on Whole Image SAD

Benchmark Network SAD ↓ (With Outliers) SAD Threshold Number of Outliers SAD ↓ (No Outliers)

P3M-500-P FBA (Ours) 21.35 28.18 70 (14%) 7.78

P3M-Net 8.49 15.53 40 (8%) 6.02

P3M-500-NP FBA (Ours) 24.28 33.61 74 (14.8%) 8.82

P3M-Net 10.90 20.19 37 (7.4%) 7.18

us. On the other hand, some users may have efficiency or portability in mind. In that

case, perhaps a more efficient, lighter network might serve them better. With that being

said, although encouraging, the improved results on the UNet++ variants is not the

most exciting aspect of this ablative study. But rather, the idea that this modular design

allows users to swap out and replace networks at each stage to best suit their needs.

4.5.4 Outlier Removal

While the trimap region results were comparable across both benchmark datasets between

our design and the state-of-the-art P3M-Net, there was a large discrepancy between the

whole image results. After delving into each method’s whole image results, we found that

for most test images, the results were quite similar. There were, however, a few large SAD

values which may have been skewing the results, which can be seen in Figure 4.13 and

Figure 4.14 for the P3M-500-P and P3M-500-NP benchmark datasets, respectively. This

was also the case in the trimap region SAD across both methods, though not as drastic

as the whole image SAD, as shown in Figure 4.15 and Figure 4.16 for the P3M-500-P

and P3M-500-NP benchmark datasets, accordingly.

There was a common issue with these large SAD images: failures in clearly defining

the foreground subject, as shown in Figure 4.12. In the examples shown in this figure,

we see large chunks of the foreground subjects not included or areas in the background

included in the estimated alpha matte. This implies that these failures stem from the

semantic segmentation stage. This is discussed in further detail below.

To further analyze the spread of the evaluation data, we calculated the interquartile



Chapter 4. Experiments 52

Figure 4.12: A few example images that were considered outliers based on IQR. Left:
input image, centre: our estimated alpha matte, right: ground truth alpha matte.
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Table 4.6: Effect of Outliers on Trimap Unknown Region SAD

Benchmark Network SAD ↓ (With Outliers) SAD Threshold Number of Outliers SAD ↓ (No Outliers)

P3M-500-P FBA (Ours) 8.55 19.73 27 (5.4%) 7.05

P3M-Net 6.78 14.33 28 (5.6%) 5.78

P3M-500-NP FBA (Ours) 10.31 25.42 34 (6.8%) 8.07

P3M-Net 7.54 16.90 26 (5.2%) 6.60

Figure 4.13: Box and whisker plot of SAD (whole image) on P3M-500-P benchmark,
depicting the spread of the SAD before (left) and after (right) outlier removal.

range across the whole image and trimap region results on both datasets. The upper

threshold for outliers equation is Upper Outlier Threshold = Q3 + 1.5 × (Q3 − Q1).

Here, Q1 is the 1st quartile — the lowest 25% of data lies below this point — and Q3 is

the 3rd quartile — the lowest 75% of data lies below here. Based on the spread of the

data, the upper outlier threshold marks the upper cutoff for outliers; any data point lying

above is considered an outlier. Table 4.5 shows that for whole image SAD, approximately

14-15% of the images fall into this category in our design, whereas 7-8% do so for P3M-

Net. For trimap region SAD, this applies to approximately 5-7% of the estimated alpha

mattes from our method compared to around 5-6% for P3M-Net, as seen in Table 4.6.
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Figure 4.14: Box and whisker plot of SAD (whole image) on P3M-500-NP benchmark,
depicting the spread of the SAD before (left) and after (right) outlier removal.

Figure 4.15: Box and whisker plot of SAD (trimap unknown region) on P3M-500-P
benchmark, depicting the spread of the SAD before (left) and after (right) outlier removal.
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Figure 4.16: Box and whisker plot of SAD (trimap unknown region) on P3M-500-NP
benchmark, depicting the spread of the SAD before (left) and after (right) outlier removal.

Upon removal of these outliers, the whole image SAD metric drops considerably for

both P3M-500-P and P3M-500-NP results on our design, while there is a small drop for

P3M-Net, as seen in Table 4.5. There are also much smaller drops in the SAD metric

across the trimap region, when accounting for outlier removal based on trimap region

SAD, shown in Table 4.6. The large whole image SAD data points are likely due to errors

in the segmentation step which were carried over by the trimap step, and subsequently,

into the matting step. Unfortunately, these occasional large errors are commonplace

in trimap-free methods as foreground regions are estimated without additional human

input. There are even some large outliers in the state-of-the-art P3M-Net results, albeit

not as drastic as some of the large errors in our method’s results. This is depicted visually

in the Figures mentioned earlier, Figures 4.13 and 4.14 for the whole image SAD and

Figures 4.15 and 4.16 for the trimap region SAD.

Updated results following outlier removal for all metrics can be found in Table A.1
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and Table A.2 in the appendix for outliers in the whole image and in the trimap region,

respectively. A few example images that were considered outliers can be seen in Figure

4.12 and more examples can be seen in Figures B.1, B.2, and B.3 in the appendix.

After the outliers were removed for both models, the results become much closer and

show a similar spread in the evaluation data. Based on the number and percentage of

outliers for each evaluation, our method provides desirable results approximately 85% of

the time with regards to whole image SAD, whereas P3M-Net does so around 92% of the

time. While we do not discard these data points completely, as they provide valuable

insight into the shortcomings of our current design, delving into the spread of the data

and the presence of these outliers has shown that in most cases, our design performs very

similarly to the state-of-the-art P3M-Net on these evaluation benchmarks.
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Conclusions and Future Directions

5.1 Applications

As previously discussed, there are numerous applications of image matting, from daily

tasks such as background blur in a video call to more complicated endeavours such as

green screen in a movie. While the same applications apply to our work too, there are a

few specific use cases where our design can truly shine.

5.1.1 Trimap Refinement Application

The need for trimap-free approaches in image matting is clear: while trimap-based meth-

ods showcase the full potential of image matting, end users are more likely to adopt this

technology if the only required input was a single image. This would include avoiding

any additional inputs, such as trimaps and background images. Perhaps allowing users

to refine a generated trimap before sending it to the final matting stage of the network

would be a promising alternative as well.

As we showed in Chapter 4.5.4, our design may produce occasional failure cases.

These are mostly due to failures in the semantic segmentation output and, subsequently,

trimap generation failures. This is where we can leverage one benefits of modular design

57
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— an output at each stage — to eliminate, or at least mitigate, some of these failure

cases.

Figure 5.1: An example of a trimap refinement application. Left: input image. Top row,
left: failure case trimap from our design. Top row, right: output alpha matte estimation
using failure case trimap. Bottom row, left: user-refined failure case trimap (refined
in Adobe Photoshop [43]). Bottom row, right: output alpha matte estimation using
modified trimap. Right: ground truth alpha matte.

Two major use cases for this modular trimap-free design would be a social media

application which allows you to modify or replace the background in an image and a

keying tool for video editing, which does not require a green screen. In both scenarios,

an intermediate stage which allows for user input to modify and refine the trimap can

help create precise alpha matte estimations. Imagine the input image from Figure 5.1 is

a picture we wish to upload on social media or a frame from a video we are editing. If we

use our current design, we are stuck with the erroneous trimap and subsequent output

alpha matte. However, using our modular design, we can create a theoretical application

which shows the user the initial generated trimap and ask for permission to continue with

matting or allow them to make tweaks to it.

In the failure case depicted in the figure, we altered the trimap to adjust for known

foreground and background regions, and modified the unknown area to the areas where

we wanted the matting network to operate. This resulted in a much better alpha matte,

which is actually more precise than the ground truth alpha matte in the hair regions.
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Ironically, this output would be penalized in quantitative results for retaining every strand

of hair as they are not included in the ground truth matte. Nevertheless, a mobile or web

application, or even a plugin for professional software, where users can use our design

and modify the generated trimaps can have tremendous implications for both personal

and professional use.

Treating our trimap generation pipeline — semantic segmentation and trimap gener-

ation — as a preliminary trimap estimation can lead to better alpha matte estimations.

Throughout this thesis, we have argued that creating a trimap is a daunting task for

those unfamiliar with the task. Although this may be the case, modifying an estimation

may be a much more appealing alternative than making one from scratch. We believe

that general users would prefer having a starting point over having to create a trimap

from the ground up, as it is a much less daunting and less tedious task.

We also believe that this would be the preferred option for professionals as it is a much

easier substitute than masking each frame individually and worrying about changes in

fine structures such as hair. In this case, they ensure the trimap fits in each frame, make

the necessary adjustments, and allow the matting network to handle the fine details.

It should be noted that while P3M-Net may outperform our network on certain im-

ages, this interactive style of application can only be utilized with a modular design.

Until there are further improvements in human semantic segmentation, this may be the

most alluring application of our design and the most feasible path to bridging the gap

between trimap-free and trimap-based image matting.

5.1.2 Image Matting Library

The most simple application of our approach to image matting would be one where a

user can select from a list of networks for each stage in order to create an ideal image

matting pipeline. They would be able to select an input image or video, followed by a

semantic segmentation network of choice, their preferred trimap generation network, and
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finally, a matting network of their choosing.

This application would have numerous use cases, including for professional editors,

social media use, and perhaps most interestingly, for researchers. In the earlier two

examples, it could be presented as a web or mobile application with an easy-to-follow

user interface.

In the case of research, this may be presented as an image matting library for a

popular deep learning framework. Image matting researchers would be able to pick and

choose from preloaded, pretrained models and tinker with the settings until they find

a solution that best fits their needs, similar to Segmentation Models [38] for semantic

segmentation. Our modular design would allow this image matting playground to reach

its full potential; allowing researchers to add, remove, and tune networks as they see fit.

5.2 Conclusion

This thesis serves as a detailed, exploratory study into modular image matting with the

goal of assessing its viability as a trimap-free approach to proven trimap-based meth-

ods. We demonstrated the importance of an accurate semantic segmentation stage, the

freedom a reliable trimap generation network brings, and the power of a proven trimap-

based matting network. Our modular design and its proposed applications demonstrate

the potential of our approach in bridging the gap between trimap-based and trimap-free

works. Our proposed trimap refinement application offers insight into how the interactive

element of trimap-based approaches can be introduced to trimap-free works.

While the current implementation is far from perfect at this time, this research pro-

vides numerous insights to help move modular matting forward. This may include further

refinements to the design of our architecture, utilizing further breakthroughs in segmen-

tation, trimap generation, and matting, or creative applications that find new ways to

leverage trimap-free matting.
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These aforementioned applications offer a small glimpse into the seemingly limit-

less use cases of image matting. Some applications are specific to our design, others to

trimap-free methods or portrait matting in general. We believe that these applications,

particularly the trimap refinement application, offer an immediate solution to convenient,

straightforward matting. Allowing general users to achieve excellent results while avoid-

ing the hassle of designing a trimap from scratch. While a large gap remains between

trimap-free and trimap-based matting, applications like this can help bridge that gap

until further improvements in semantic segmentation, and even in deep learning, arrive.

Other trimap-free approaches have shown promising results in the past. The major

drawback in comparison to a modular architecture is that these individual methods

may potentially become stagnant. Whereas, when it comes to a modular architecture,

continued improvement in both segmentation and trimap networks can progressively

eliminate the difference between generated and ground truth trimaps. Likewise, there

may be new, state-of-the-art trimap-based approaches that are introduced in the future.

As these advancements and developments keep rolling in, a modular architecture allows

us to substitute and exchange the different stages with compatible alternatives until we

have found an arrangement that best suits us; be it lightweight models for faster inference

or larger, more robust models when accuracy is of the utmost importance. Although

there is ample room for improvement, with all things considered, modular designs have

established themselves as an exciting path forward. But for now, the user must determine

whether or not the ease and convenience of a trimap-free method outweighs the reliability

and accuracy of a trimap-based approach.

At the onset of this research, we sought out to explore a method to bridge the gap

between the performance and interactivity of trimap-based networks and the ease of use of

trimap-free methods. After a comprehensive quantitative and visual analysis, we believe

that our proposed modular matting architecture is a positive step in that direction.
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5.3 Current Challenges and Future Directions

Because this work acts as an early exploration into the space of automated trimap gen-

eration and modular image matting, there remains much room for improvement. Firstly,

there are some failure cases due to occasional poor segmentations in the first stage. Er-

rors in these segmentations are carried forward into the trimap generation stage, and

subsequently, to the matting stage. Secondly, because we have used three networks in

this initial design, this current implementation is large and computationally expensive.

One of the main benefits of this modular design is that individual stages can be easily

swapped in and out of the pipeline to best suit the user. This design can be leveraged to

tackle both of these limitations. We have shown that improving the segmentation stage

results in better trimaps, and consequently, better alpha matte estimations. A user can

choose to replace the current segmentation network in the first stage with one that better

suits their foreground subjects or replace it with a more efficient segmentation network,

potentially at the cost of accuracy. The same idea applies to the trimap generation

network. If a user decided that another trimap generation network suits their needs —

perhaps one that is more efficient or a model that focuses on coarse trimap generation

and trimap refinement as sub-objectives that can be solved in one network — they have

the freedom to make that change. Again, the choice to swap networks in and out depends

on the needs and constraints of the end user.

Even with the aforementioned limitations of this research in its current state, this

work demonstrates the promise and potential of this approach to image matting. As we

mentioned earlier, the errors of the earlier stages of this architecture are compounded

by subsequent stages; a poor segmentation leads to a poor trimap and a poor trimap

leads to a poor alpha matte estimation. Conversely, improvements in both the semantic

segmentation stage and trimap generation stage can lead to further improvements in

the alpha matte estimations. There is still untapped potential in existing trimap-based

models with regards to being used in the last stage of this architecture. More accurate
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and efficient semantic segmentation and trimap generation stages can lead to better alpha

matte estimations; alpha mattes more representative of the ground truth. Mattes which

may eventually be created by these trimap-based networks.

Continuing with the idea of efficiency, there is much room for improvement in that

aspect with this design. Naturally, a three-network design is computationally expensive

and resource intensive. Utilizing efficient networks in each stage can improve the efficiency

of the entire architecture, but may come at the cost of accuracy. If the user determines

that an efficient network is worth any potential any trade-off in accuracy, the modular

design grants the user the freedom to make that change.
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editors, Advances in Neural Information Processing Systems 32, pages 8024–8035.

Curran Associates, Inc., 2019.

[41] G. Bradski. The OpenCV Library. Dr. Dobb’s Journal of Software Tools, 2000.

[42] Pexels.com.

[43] Adobe Inc. Adobe Photoshop.



Appendix A

Outlier Removal: Full Metrics

The following tables show the impact of outliers on both the whole image and trimap

unknown region metrics across the P3M-500-P and P3M-500-NP benchmarks for both

our design and P3M-Net.

Table A.1: Effect of Outliers on Whole Image Metrics

Benchmark Network
With Outliers Outliers Removed

SAD ↓ MSE ↓ MAD ↓ SAD ↓ MSE ↓ MAD ↓

P3M-500-P FBA (Ours) 21.35 0.009 0.012 7.78 0.002 0.005

P3M-Net 8.49 0.003 0.005 6.02 0.001 0.004

P3M-500-NP FBA (Ours) 24.28 0.011 0.014 8.82 0.003 0.005

P3M-Net 10.90 0.003 0.006 7.18 0.002 0.004

Table A.2: Effect of Outliers on Trimap Unknown Region Metrics

Benchmark Network
With Outliers Outliers Removed

SAD ↓ MSE ↓ MAD ↓ SAD ↓ MSE ↓ MAD ↓

P3M-500-P FBA (Ours) 8.55 0.029 0.058 7.05 0.026 0.053

P3M-Net 6.78 0.019 0.047 5.78 0.017 0.044

P3M-500-NP FBA (Ours) 10.31 0.031 0.059 8.07 0.025 0.053

P3M-Net 7.54 0.017 0.046 6.60 0.015 0.043
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Outlier Removal: Example Images

Figure B.1: More images that were considered outliers based on IQR — Part 1.
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Figure B.2: More images that were considered outliers based on IQR — Part 2.
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Figure B.3: More images that were considered outliers based on IQR — Part 3.



Appendix C

Visual Performance on Benchmark:

Example Images

The following images contain more examples from the P3M-500-P benchmark to demon-

strate the performance of our design and how it compares to P3M-Net.

Figure C.1: More alpha mattes from P3M-500-P benchmark — part 1.
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Figure C.2: More alpha mattes from P3M-500-P benchmark — part 2.
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Figure C.3: More alpha mattes from P3M-500-P benchmark — part 3.
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Figure C.4: More alpha mattes from P3M-500-P benchmark — part 4.
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Figure C.5: More alpha mattes from P3M-500-P benchmark — part 5.
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Figure C.6: More alpha mattes from P3M-500-P benchmark — part 6.



Appendix D

Visual Performance on Video:

Example Images

The following images are stills from stock videos to demonstrate the performance of our

design and how it compares to P3M-Net.

Figure D.1: Visual performance on video of woman in water: medium shot, part 2.
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Figure D.2: Visual performance on video of woman jogging: medium shot, foreground
extracted, part 2.


