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Abstract Here we introduce a framework for preserving privacy in video surveil-
lance. Raw video footage is decomposed into a background and one or more object-
video streams. Such object-centric decomposition of the incoming video footage
opens up new possibilities to provide visual surveillance of an area without compro-
mising the privacy of the individuals present in that area. Object-video streams allow
us to render the scene in a variety of ways: 1) individuals in the scene can be repre-
sented as blobs, obscuring their identities; 2) foreground objects can be color coded
to convey subtle scene information to the operator, again without revealing the iden-
tities of the individuals present in the scene; 3) the scene can be partially rendered,
i.e., revealing the identities of some individuals, while preserving the anonymity of
others, etc. We evaluate our approach in a virtual train station environment popu-
lated by autonomous, lifelike virtual pedestrians. We also demonstrate our approach
on real video footage. Lastly, we show that Microsoft Kinect sensor can be used to
decompose the incoming video footage into object-video streams.

1 Introduction

Video surveillance is ubiquitous. Recent advances in camera and communication
technologies along with the decrease in deployment costs have made it possible to
set up large video surveillance infrastructures relatively easily. The societal shift that
has occurred during the first decade of the 21st century with its focus on the war
on terrorism has all but removed any opposition to putting citizenry under video
surveillance with the stated aim to enhance public safety and security. Many cities
around the world are increasingly relying on video surveillance for crime preven-
tion and community safety. Video footage captured through surveillance cameras
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is routinely used to identify suspects and as evidence in the courts. In addition to
the video surveillance infrastructure controlled by city councils and government
bodies, private sector has also invested heavily in video surveillance technologies.
Retail stores, for example, are using video cameras to collect data needed to analyze
and model consumer behavior [14, 11]. Video cameras are also quickly becoming
an essential part of smart environments, e.g., supporting home automation to enable
elderly and disabled to safely remain in their own homes.

Fig. 1: British Government poster outside Metro station in London (circa 2007).

The panoptic effect of pervasive video surveillance (Fig. 1) raises many ques-
tions: (1) Who is collecting information about us? (2) How this information is being
used? (3) What information is being collected? (4) Who has access to this informa-
tion? and (5) What is the retention policy for the collected information? These issues
have been studied by social and legal experts, and policies and best practices have
been suggested. The use of video surveillance, however, is still largely unregulated.
In 2001 Superbowl, law enforcement videotaped attendees without their knowledge,
and then compared their faces against a database containing faces of known crimi-
nals [13]. Casinos, for example, also use biometric technology to identify cheaters
and for “patron management” [12]. Experts agree that video surveillance under-
mines our “right to anonymity.” Video surveillance augmented with biometric tech-
nology (e.g., face recognition) raises even more privacy concerns. Balancing the
need for video surveillance against an individual’s right to privacy is a challenge
that needs to be addressed within social, legal, and technical contexts. A timely
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challenge for computer vision researchers is to develop video surveillance systems
with built-in privacy protection capabilities. Such capabilities will help camera op-
erators implement best practices and uphold laws regulating video surveillance.

Here we introduce a framework for privacy preserving video surveillance sys-
tems.1 Captured video is decomposed into object-video streams. Each object-video
stream contains visual information about a single object in the scene.2 These streams
can be recombined to visualize the area under surveillance in a variety of ways. For
example, individuals present in the scene can be represented as color-coded blobs,
hiding their identities. Selected individuals can be also blurred. Additionally some
individuals can be removed from the video entirely. We also envision that these
object-video streams are encrypted at source and can only be viewed by operators
with the necessary authorization.

We embrace the Virtual Vision paradigm, exploiting visually and behaviorally
realistic virtual environments to develop and empirically evaluate our video surveil-
lance framework [16]. We employ a virtual train station environment populated
by autonomous lifelike virtual pedestrians that is described in [24]. The vision
pipeline for our prototype video surveillance system matches the performance of
the vision pipeline (for real video) presented in [7]. Therefore, the obtained re-
sults are legitimate and valuable. We describe vision pipeline in Sec. 3. We also
show object-stream construction and selective rendering using real video footage in
Fig. 9. Furthermore, we show decomposing video into object-video streams using
the Microsoft Kinect sensor [1].

The remainder of the chapter is organized as follows. We summarize relevant
literature in the next section. Sec. 3 develops the vision pipeline: background learn-
ing, foreground detection, and pedestrian tracking. Then in Sec. 4, we describe how
raw video is decomposed into a background stream and one or more object-video
streams. Sec. 5 describes how object-video streams can be used to develop a pri-
vacy preserving video surveillance system. Preliminary results of our approach are
presented in Sec. 6. While we have not deployed and tested the our system in a real-
world setting, the results presented here serve to demonstrate the applicability of the
proposed strategy. We conclude our chapter with conclusions and future directions
in Sec. 7

2 Relevant Literature

Typically, sensory data gathered by a video surveillance system is monitored by
human operators to detect events of interest. Computer vision technologies, such

1 This chapter is based upon our paper that appeared in the 6th International Conference on Ad-
vanced Video and Signal Based Surveillance in 2009 [17].
2 This assumption sometimes breaks due to the limitations of video processing routines, such
as background subtraction, object tracking, image segmentation, etc. Still under favourable
conditions—good lighting, sparsely populated scenes, etc.—it is possible to decompose the video
into object-video streams as we show later in the chapter.
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as pedestrian tracking, face recognition, and detection of unclaimed baggage, have
been employed to increase the effectiveness of existing video surveillance systems
and to develop the next-generation camera networks capable of perceptive cover-
age of large areas with little or no human supervision. These highly capable video
surveillance systems shift the balance of power between intrusiveness and privacy,
raising new privacy concerns. Clearly, these systems severely undermine the right
to anonymity in public space.

The ability to visually track people present in the scene is necessary for camera
networks capable of carrying out visual surveillance tasks autonomously. Face de-
tection and recognition enable these networks to identify individuals [26, 8, 4, 28, 2].
Computer vision techniques also allow these video surveillance systems to compute
soft and hard biometric signatures of individuals. In short, computer vision tech-
nologies will play a central role in developing the video surveillance systems of the
future.

Interestingly computer vision technologies can also be used to develop camera
networks that can uphold privacy policies and regulations [22, 6]. Pedestrian detec-
tion and tracking routines can identify individuals present in the scene and obscure
them to hide their identities. The operator can still see the scene and know how many
people are present in the scene without knowing the identities of those people. An
activity recognition technique can reveal an individual if it detects an anomalous
behavior.

Schiff et al. develop a video surveillance system capable of obscuring the faces
of individuals present in the scene [21]. Individuals who do not want to be identified
wear a visual marker, which allows the video surveillance system to locate the face
of the individual and obscure it with an ellipse, while allowing observation of his
or her actions in full detail. This allows the operator to observe the activities taking
place in the scene without knowing the identities of the people present.

Sony patented a privacy mode for camcorders that replaces the skin color of indi-
viduals so as to avoid race-based discrimination [3]. [27] patented a system capable
of obscuring a privacy region in a pan-tilt-zoom camera. [9] develops a system that
is able to locate and obscure people in a video, thereby preventing statistical in-
ferences from the video. Chattopadhyay and Boult developed a privacy preserving
smart camera, called PrivacyCam [6]. PrivacyCam uses on-board digital signal pro-
cessor to locate and encrypt human faces in the image. The original image can be
recovered given the correct decryption key.

Saini et al. have carefully studied privacy leakage in video surveillance sys-
tems [18]. They correctly identify that an individual’s identity can be learned
through other channels even when that individual is not identifiable within a video.
Consequently, obscuring/blurring an individual in a video footage alone is not suffi-
cient to ensure that the privacy of that individual is not compromised. Object-video
streams might alleviate this problem somewhat, since it is possible to make an in-
dividual disappear from the video by simply removing the object-video stream cor-
responding to that individual from the mix. Saini et al. have studied adaptive video
blurring to protect the privacy of individuals present in the scene [19].
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3 Vision Pipeline

The performance of the proposed surveillance system is ultimately tied to the capa-
bilities of the vision pipeline that is responsible for segmenting raw video into ob-
ject video streams. We have adapted well-understood computer vision algorithms,
including background subtraction, blob detection, and pedestrian tracking, to con-
struct a vision pipeline that works equally well on both synthetic video captured
within our virtual vision simulator and real video captured by physical cameras. Re-
cently, we have also used the Microsoft Kinect RGBD sensor to construct object
video streams from raw videos. Below we briefly explain the various components
of the vision pipeline.

  



 



Fig. 2: Vision pipeline: We have adapted well-understood computer vision algo-
rithms for our purposes. The vision routines operate upon both synthetic video cap-
tured by virtual cameras and real video captured through physical cameras. Back-
ground subtraction is used to identify foreground pixels. Pedestrians signatures that
encode pedestrian color distribution in HSV space are matched in successive frames
to perform tracking.

3.1 Background Subtraction

During an initial training phase, when no pedestrian is visible, each camera learns a
background model of the scene. We model the variation in each pixel using the code-
book method that was developed in [10]. We use the implementation of codebook
method for background learning provided in the Open Computer Vision Library
(OpenCV) [5]. Background subtraction step involves comparing the current frame
against the learnt background model and constructing a (in general, noisy) fore-
ground mask. In our case, the foreground mask constructed through background
subtraction is cleaner due to lack of shadows, however, this does not invalidate our
vision pipeline. Many techniques exist in the literature to account for shadows and
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other artifacts, such as camera motion, during background subtraction [7]. In a real
system, we would also need a mechanism to update the background model to ac-
count for changes in the background. It is straightforward to incorporate this capa-
bility into our background model.

3.2 Pedestrian Tracking

The foreground mask obtained through background subtraction is cleaned up through
connected component analysis and blobs representing foreground objects are ex-
tracted. In our case, each blob represents one or more pedestrians. We employ an
appearance-based pedestrian tracker that is able to detect and track pedestrians in
both synthetic and real video footage. Pedestrian appearance signatures are matched
across frames to track pedestrians. Specifically pedestrian tracking is performed by
setting up a bipartite graph matching problem as suggested in [7]. The optimal solu-
tion to the matching problem resolves pedestrian identities across multiple frames.
We refer the reader to [7] for more details. Pedestrian tracker assigns each blob to
one or more pedestrians. If an appropriate blob is not found in a frame, the pedes-
trian is matched to the entire frame.

The tracker maintains a list of pedestrians that are currently being tracked. In
each frame, each pedestrian is either matched to a blob (using pedestrian signature
matching) or to the background. The tracker is robust to short-duration occlusions.












Fig. 3: Cleaned up foreground mask decomposes a video frame into a background
component and two foreground components. Pedestrian to blob mapping informa-
tion maintained by the pedestrian tracker links each foreground component to one
(or more) pedestrians.
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 4: Decomposing video into a background component and 7 foreground compo-
nents. Each foreground component encodes visual data for a particular pedestrian.
(a) Raw video. (b) Foreground mask. (c) Background image containing holes. (d)-(j)
RGBA frames containing color data for 7 pedestrians visible in the frame.

3.3 Microsoft Kinect RGBD Sensor

It turns out that Microsoft Kinect Red-Green-Blue-Depth (RGBD) sensor is able to
perform background subtraction, blob detection, pedestrian tracking, and pose esti-
mation in real-time (around 15 frames per second). Furthermore Microsoft Kinect
also estimates the 2.5D structure of the scene by associating a depth value with each
pixel. The depth information makes it much easier to identify the blobs belonging to
different individuals present in the scene, which is the first step towards construct-
ing object video streams from raw videos. In other words Microsoft Kinect already
includes the vision pipeline that we require. It is, however, important to bear in mind
that the Kinect sensor’s operational range is limited to roughly 2.5m. Consequently
we still need our vision pipeline in order to be able to use generic cameras that have
much larger operational ranges.

4 Object-Video Streams

This section describes the process of decomposing captured video into object-video
streams. Let Ft be the video frame and Mt be the (binary) foreground mask at time
t. We begin by extracting background pixels:

FB
t (x) =

{
[Ft(x),1] if Mt(x) = 0;
0 otherwise. (1)
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Here, x is defined over the domain of Ft . [Ft(x),1] denotes an RGBA vector and
0 denotes a zero vector. FB

t is an RGBA image. Next, assume that the foreground
mask Mt contains n blobs. Then for each blob Ci identified in the foreground image
Ft , perform the following steps,

1. Construct blob mask Mi
t .

Mi
t (x) =

{
1 if x ∈ A(Ci);
0 otherwise. (2)

A(Ci) denotes the area enclosed by blob Ci.
2. Construct an RGBA color image F i

t .

F i
t (x) =

{
[Ft(x),1] if Mi

t (x) = 1;
0 otherwise. (3)

Here, x is defined over the domain of Ft . [Ft(x),1] is an RGBA vector. 0 denotes
a zero vector.

The above process, which is illustrated in Fig. 3 and 4, partitions frame Ft into
a background image, FB

t , (with holes in places of foreground objects) and n object
images F i

t , where i ∈ [1,n]. Each object image contains pixel data for one (or more)
foreground objects. We note that this is a loss-less operation by observing that

Ft = FB
t ∪ (∪iF i

t ).

We define a Partition(.) operator that partitions a frame into background and fore-
ground components as described above:

Partition(Ft) = {FB
t ,F i

t |i ∈ [1,n]}.

Given a sequence of video frames Ft , we construct the object-video stream Ok for
a particular object k as follows. Let Ok be an empty sequence. Then for each frame
Ft ,

1. Construct Partition(Ft).
2. Extend the sequence Ok by appending F i

t at the end, if the tracker maps object k
to blob i at time t. If the tracker does not map object k to any blob in the current
frame, extend the sequence Ok by appending F t .

Pedestrian crossover, proximity or occlusions can lead to poor blob segmentation
and tracking errors. Multiple pedestrians can be mapped to the same blob. Consider,
for example, the scenario shown in Fig. 5. The two objects represented as Green
and Blue blobs are correctly segmented in frame t, so frame t is correctly decom-
posed into three components: background, Blue object, Green object. In frame t+1,
however, the two objects are seen as a single blob, and the frame is incorrectly
decomposed into two components. The pedestrian tracker assigns both objects to
Blue/Green blob. Next, the two objects are correctly segmented in frame t+2, so
frame t+2 is correctly decomposed into three components.
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Fig. 5: Constructing object-video streams.

5 Privacy

Decomposing raw video into object streams opens up new possibilities for imple-
menting privacy policies. At the most basic level, it allows the video surveillance
system to obscure the identities of individuals present in the scene. An operator can
still see scene activity without knowing the identities of individuals present in the
scene. Object-video streams can be used to render the scene for a variety of pur-
poses. We employ Laplacian pyramid blending to combine different object-video
streams for rendering purposes [15]. Laplacian pyramid blending is also used to fill
the holes in the rendered scene by using the stored average background image FB.

• Object-video streams can be used to enhance the situational awareness of the
operator. Objects can be color coded to convey qualitative scene information to
the operator. This can be a powerful scheme for drawing operator’s attention to
events of interest. Sophisticated video analytics or simple image-space heuris-
tics can assign unique colors to pedestrian blobs. For example, any pedestrian
who enters a prohibited zone can be drawn as a red blob. Similarly, poorly seg-
mented blobs, which map to multiple pedestrians, can be color coded to indicate
pedestrian interactions (or simply overlap).

• Object-video streams also enable selective scene rendering. An operator can ren-
der the scene showing only some of the pedestrians present in the scene, without
disclosing the identities of other individuals.

• Object centric decomposition of surveillance video has the potential to give more
control to the individual. E.g., a person might be able to find a lost item by sifting
through an appropriate rendering of the scene that hides the identity of other
individuals. Presently individuals are not allowed the access to the surveillance
video as it might violate the privacy of others present in the scene.

We will be remiss to not point out that similar ideas of leveraging computer
vision to obscure the identitiy of individuals present in the scene have been explored
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by others [23]. It is envisioned that in a real video surveillance system, object-video
streams will be encrypted. Access control mechanisms will determine how the scene
is rendered providing a way to strike a balance between the need-to-know on the part
of an operator and the right-to-privacy on the part of an individual.

(a) Video (b) Foreground Mask (c) Tracking output

(d) Rendering 1 (e) Rendering 2 (f) Rendering 3

Fig. 6: Decomposition into object-video streams presents new possibilities to view
the scene.

6 Results

We evaluate our approach on a virtual video surveillance system deployed in a vir-
tual train station. The video surveillance system comprises 4 passive, wide field-of-
view cameras with overlapping fields-of-view. It is assumed that the camera setup
is fully calibrated, which simplifies pedestrian identity management across multi-
ple cameras. Decomposing raw video into object-video streams does not require the
camera network to be calibrated. We also report results on real video footage, further
demonstrating the validity of our approach. Lastly we demonstrate how Microsoft
Kinect RGBD sensor can be used to construct object-video streams.
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Frame 266 Frame 308 Frame 325

Fig. 7: This sequence shows the effects of poor foreground segmentation on the
object-video stream for the pedestrian wearing a Brown shirt. Pedestrian tracker
maps the pedestrian of interest to Violet blobs in the shown frames.

6.1 Synthetic Footage

We show different rendering possibilities in Fig. 6. Fig. 6(d) shows a privacy pre-
serving rendering where each pedestrian is seen as a color blob. Single person blobs
are Green; whereas, multi-person blobs are colored Blue. Pedestrian tracker selects
an appropriate color for the blob. Fig. 6(e) shows a rendering where the identities
of two individuals (the man in Red shirt and the man in Orange shirt) have been
revealed. All other individuals are still shown as blobs. Fig. 6(f) is showing the
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(a) (b) (c) (d)

Fig. 8: Event based color coding is also possible. The Red blob indicates a person
who has tripped a virtual wire (defined in pixel space). Such wires are routinely used
in video surveillance systems. (a) Video frame, (b) foreground mask, (c) tracking
output, and (d) privacy preserving color coded rendering.

scene with only two persons. In this case, the viewer can know the identity of these
persons; however, he can not tell how many people were present in the scene.

Fig. 7 shows selective rendering. The top row contains original video frames. The
second row shows foreground mask. Tracking output is shown in the third row, and
the fourth row shows a rendering of the scene using the object-video stream associ-
ated with the person in Brown shirt. Notice that frames 266 and 308 (Row 4) also
show a woman in a Blue top. This is an artifact of poor segmentation. Foreground
detection erroneously merged blobs for the two individuals in frames 266 and 308.
The blobs associated with the person in Brown shirt are shown in Violet.

Fig. 8 shows how blob coloring can improve scene awareness of an operator,
while still preserving the privacy of individuals present in the scene. The Red blob
shows a pedestrian who has crossed a virtual trip wire. Virtual trip wires, which are
typically defined in pixel space, are routinely used in video surveillance systems to
raise alarms.

6.2 Real Video Footage

Fig. 9 shows object-stream decomposition and subsequent selective rendering on
real video footage. Fig. 9(e) renders pedestrians as colored blobs: multi-person blobs
are shown in red and single person blobs are shown in blue. Tracker is unable to
resolve the green blob in the top-left corner of the frame. Fig. 9(f) combines mean
image estimated by observing 2000 frames and object-video streams for the two
pedestrians in the bottom-right corner of the frame to render the scene showing only
these two pedestrians. A closer look reveals ghosting artifacts in the rendered frame
as the estimated mean frame is used to close the holes left by other pedestrians.
Ghosting artifacts can be reduced by providing a reference background frame.
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(a) (b) (c) (d) (e) (f)

Fig. 9: Bootstrapping sequence from the Wallflower dataset [25]. (a) Raw frame, (b)
mean image estimated using 2000 frames, (c) foreground mask, (d) pixel data for
foreground objects, (e) showing all pedestrians as color blobs, and (f) re-imagining
the scene with only two pedestrians.

6.3 Microsoft Kinect RGBD Sensor

Fig. 10 shows object-stream decomposition and subsequent selective rendering us-
ing Microsoft Kinect RGBD sensor. The captured video containing 3 individuals is
decomposed into 3 object video streams, each containing only a single individual.
In this case both color and depth information available through the Kinect sensor
is used to construct the object video streams. Fig. 11 illustrates a situation where
Kinect shines. The foreground mask shown in Fig. 11(a) shows a situation discussed
in Sec. 4 where sometimes a single (connected) foreground region is associated to
two or more individuals present in the scene. These situations are difficult to deal
with in a general setting. Kinect sensor, however, can easily deal with these situ-
ations by relying upon the depth value associated with each pixel. In the example
shown in Fig. 11, the foreground region (Fig. 11(b)) is decomposed into four indi-
viduals.

(a) (b) (c) (d)

Fig. 10: Using Microsoft Kinect RGBD images to construct object video stream. (a)
Captured video and (b)-(d) object video streams constructed corresponding to the
three individuals present in the scene.
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(a) (b) (c)

(d) (e) (f)

Fig. 11: Using Microsoft Kinect RGBD images to construct object video stream. (a)
Captured video, (b) foreground mask, and (c)-(f) object video streams constructed
corresponding to the three individuals present in the scene.

6.4 Limitations

The work on privacy preserving video surveillance systems, including the work pre-
sented here, is focused on technical challenges related to obfuscating individuals
present in the captured video stream. The underlying assumption is that the privacy
of an individual is not violated if an operator is unable to see that person. While
obfuscating individuals in captured video streams is a necessary first step towards
realizing privacy preserving video surveillance system, this capability alone does
not address the privacy issues surrounding pervasive video surveillance. This is not
only true for the system presented here, but is also true for any system that attempts
to hide the identity of an individual in the surveillance video.

Saini et al. [20] have developed privacy leakage models that attempt to quantify
the loss of privacy due to video surveillance even when an individuals is never vi-
sually identified in any of the video streams. They cogently argue that privacy is
compromised even in the presence of an obfuscation mechanisms that never fails.
One a more practical note, however, it is worthwhile remembering that error toler-
ance for any obfuscation scheme is nearly zero. If the obfuscation scheme fails even
for a single frame, the privacy of an individual is compromised.
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7 Conclusions

We have proposed a novel framework for preserving privacy in video surveillance.
Raw video data is decomposed into object-video streams. Such object-centric de-
composition of the raw video presents new alternatives for upholding privacy poli-
cies and regulations in video surveillance. Object-specific privacy policies can be
implemented. Object-video streams can be combined to recreate the original video,
when warranted. Selective scene rendering, which focuses on a single aspect of the
scene, is also supported.

The quality of object-based video decomposition is closely tied to the perfor-
mance of low-level vision processing—poor segmentation leads to poor, or worse
useless, video decompositions. Recent advances in background segmentation and
pedestrian tracking suggest that the proposed approach is useful for scenes with
low to medium crowd density. Pedestrian segmentation is still difficult in crowded
scenes. It is conceivable that a privacy preserving scheme, such as ours, can be easily
implemented in RGBD sensors similar to Microsoft Kinect. Many technical chal-
lenges, however, need to be addressed before such RGBD sensors can be used for
video surveillance in general.

We are currently investigating encryption and access control mechanisms to de-
velop secure rendering modules for video surveillance systems. These modules will
combine object-video streams to present a mediated view of the scene to the oper-
ator. Such rendering modules are needed to gain the benefits of video surveillance
technologies while preserving individual privacy. In closing we need to pay more at-
tention to privacy implications of pervasive video surveillance. More work is needed
to develop robust computer vision routines capable of striping identifiable informa-
tion from surveillance footage without compromising the usefulness of the captured
footage. Furthermore any privacy preserving video surveillance system must also
take into account the privacy leakage channels inherent in pervasive video surveil-
lance systems.
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