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1 Detailed Attention Architecture
Figure 1, illustrates the layer selection mechanism. The mechanism receives input ht from
ConvLSTM. It then performs an average pool and an intermediate gate embedding before
prediction. We add the Gumbel samples to the predicted logits and perform an argmax
to select the optimal layer. The gate embedding layer dimension E is much smaller than
C. This gate embedding layer helps build a possible representation of incoming features at
every LSTM steps, without significantly increasing the network parameters.
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Figure 1: Layer Selection Mechanism.
Figure 2, illustrates the soft attention mechanism. Unlike the soft attention mechanism

proposed in Xu et al. [10] our’s replace fully-connected layers with convolutional layers.
Specifically, we used multi-convolutional layers that uses different kernel sizes similar to
an inception module. At each time step t, the module receives ht from ConvLSTM and the
selected feature layer Ft . The ConvLSTMs hidden state ht is first converted to the appropriate
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Figure 2: Soft Attention Mechanism.

channel size of the feature map. We add the embedding ht and feature layer Ft . Then we
apply a non-linearity (Leaky ReLU). After which we compute the attention weights and
apply softmax to get the attention map. Then an element-wise multiplication is performed
between features and attention map to get the final output of the soft attention module. The
Multi-ConvLSTM is applied to attention output. At each time step the LSTM output is used
for prediction. In Section suggest convolutional attention and LSTMs yield better results.
We did try using fully-connected LSTMs; however, the system consistently failed to pick
different locations in the image during successive LSTM steps.

2 Datasets

Figure 3: (a) Top row: Cambridge Landmarks Dataset. King’s College, Old Hospital, Shop
Facade and St. Mary’s Church. (b) Middle row: 7-Scenes (subset). Chess, Fire, Office and
Pumpkin. (c) Bottom row: TUM-LSI.

Cambridge Landmarks [4] A large scale outdoor dataset, containing five outdoor datasets.
For our experiments, we only use the four datasets that were used by [4] and [9]. The dataset
consists of RGB images. Six degrees-of-freedom camera poses are provided for each image.
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Figure 4: MIT-67 Indoor Scene Dataset. (a) Top row: Airport, Auditorium, Concert Hall and
Classroom. A network can have a hard time classifying them by just focusing on specific
properties, since all of them contain large hallways with chairs. (b) Bottom row: Bookstore,
Library, Video Store and Library. This set of images have almost the same structure and
objects which makes these scenes very ambiguous.

The dataset was collected using a smart phone, and structure from motion was employed to
label each image with its corresponding camera pose.
7-Scenes [7] A small scale indoor dataset, which consists of seven different scenes. These
scenes were obtained using Kinect RGB-D camera, and KinectFusion[2] was used to obtain
the ground truth. We use the train/test split used by [4] and [9]. Scene contain ambiguous
regions, which makes camera localization difficult.
TU Munich Large-Scale Indoor (TUM-LSI) [9] An indoor dataset, which covers an area
of two orders of magnitude larger than that covered by the 7Scenes dataset. It consists of
875 training images and 220 testing images. We use the train/test split used by [9]. This
is a challenging dataset to localize due to repeated structural elements with nearly identical
appearance.
MIT-67 indoor scenes [5] Images taken primarily in four different indoor environments—
store, home, public spaces, leisure and working places. The dataset contains 67 categories
in total. We used the official train/test split provided by [5]. Each category has 80 training
images and 20 testing images.

3 Extended Implementation details
For both camera pose estimation and indoor scene classification, we used the same pre-
trained CNN layers as used by previous methods. We used the original GoogLeNet weights
trained on Places1 [11]. By necessity, we converted these provided trained network weights
to be able to use these in TensorFlow. The batch size during training was set to 40. The intial
memory states of the LSTM (Memory state c0 and Hidden state h0) is typically set to zero.
Similar to [10], we learn the the initial states.The ConvLSTM hidden size is set to 96.

3.1 Multi-Convolutional Approach
In this section, we describe our motivation for using the multi-convolutional approach. To
showcase how we arrived at the proposed approach, we provide evaluation on all three

1http://places.csail.mit.edu/downloadCNN.html
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Dataset PoseNet [4] LSTM-PoseNet [9] Ours

Convolutional

Spatial Attention

Improvement

(meter, degree) %

King’s College 1.66 m, 4.86◦ 0.99 m, 3.65◦ 1.39 m, 2.63◦ -27.2, +27.6

Old Hospital 2.62 m, 4.90◦ 1.51 m, 4.29◦ 3.72 m, 4.24◦ -120.5, +6.9

Office 0.48 m, 7.24◦ 0.30 m, 8.08◦ 0.64 m, 7.89◦ -103.3,+3.2

Stairs 0.48 m, 13.1◦ 0.40 m, 13.7◦ 0.48 m, 12.8◦ -15.0, +6.5

TUM-LSI 1.87 m, 6.14◦ 1.31 m, 2.79◦ 3.93 m, 2.15◦ +16, +22.9

Table 1: Median localization error achieved by the convolutional attention model on a sub-
set of camera pose estimation datasets: Cambridge Landmarks, 7-Scenes, and TUM-LSI
dataset. Bold values indicate the lowest error achieved for each row.

Dataset PoseNet [4] LSTM-PoseNet [9] Ours

Multi-Conv.

Spatial Attention

Improvement

(meter, degree) %

King’s College 1.66 m, 4.86◦ 0.99 m, 3.65◦ 0.95 m, 4.11◦ +4.04, -12.6

Old Hospital 2.31 m, 5.38◦ 1.51 m, 4.29◦ 1.76 m, 4.44◦ -16.5, -3.49

Office 0.48 m, 7.24◦ 0.30 m, 8.08◦ 0.28 m, 7.52◦ +6.67, +6.93

Stairs 0.48 m, 13.1◦ 0.40 m, 13.7◦ 0.32 m, 12.7◦ +20.0, +9.40

TUM-LSI 1.87 m, 6.14◦ 1.31 m, 2.79◦ 1.12 m, 3.66◦ +14.5, -2.88

Table 2: Median localization error achieved by the multi-convolutional attention model on a
subset of camera pose estimation datasets: Cambridge Landmarks, 7-Scenes, and TUM-LSI
dataset. Bold values indicate the lowest error achieved for each row.

datasets for the pose estimation. We initially started with the same implementation as Xu
et al. [10] for soft attention, by using fully connected layers. The model ended up overfitting
the data and showed poor performance on the test set. Also, the network converged to select
only a single spatial feature instead of probing through the other spatial features at different
LSTM time-steps. Our first solution was converting fully connected layers into fully convo-
lutional layers. The results for this approach on pose estimation is shown in Table 1. The
results shown is quite far from [9] especially on the position, but interestingly error was close
to [4].

We found that our model was underfitting the training data. Naively increasing the depth
size or kernel size was not showing any significant improvements. Therefore by taking
inspiration from the inception module proposed in GoogLeNet [8], we converted each con-
volutional layer into multi-convolutional layers. We used three convolutional kernels with
kernel sizes of 1x1, 3x3 & 5x5 and stacked their final output together. Similarly, in the case
of ConvLSTM, we used four convolutional kernels with kernel sizes of 1x1, 3x3, 5x5 & 7x7.
Then stacked their final output together for prediction. This approach helped improve results
significantly as shown in Table 2. After which we applied our contribution of layer selection
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mechanism to form layer-spatial attention. The final results for pose estimation is shown in
Table 1 in the main paper.

4 Extended results

4.1 Results for Manual Layer Search
In this section, we show an extensive list of classes in MIT-67 indoor scene classification
dataset. This table is an extension to the Table 3 from the main main paper. This is provided
to showcase how different layers of CNN capture distinctive information that can help further
improve the result.

Scene
Layer

3B

Layer

4E

Layer

5B

Office 33.3 52.3 42.8

Library 65.0 45.0 60.0

Wine Cellar 71.4 76.1 61.9

Fastfood Restaurant 58.8 88.2 70.5

Operating Room 47.3 52.6 36.8

Train Station 85.0 65.0 60.0

Airport-inside 40.0 60.0 75.0

Closet 77.7 88.8 94.4

Game Room 45.0 75.0 80.0

Garage 72.2 77.7 94.4

Dining room 38.8 66.6 77.7

Locker room 66.6 85.7 100.0

Table 3: Indoor scene classification. Mean Accuracy results (%) after applying spatial soft
attention to feature maps from different GoogLeNet layers. Top rows show the classes that
improve as we look at different layers. Bottom rows show the classes that decrease perfor-
mance when looking at other layers. Bold values indicate the highest accuracy achieved for
each row.
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4.2 Results for five Conv-LSTM steps

Dataset
Area or

Volume

PoseNet

[4]

Bayesian

PoseNet [3]

LSTM

PoseNet [9]

Ours

Conv-LSTM

Step-1

Conv-LSTM

Step-2

Conv-LSTM

Step-3

Conv-LSTM

Step-4

Conv-LSTM

Step-5

Improvement

(meter, degree)

Old Hospital 2000 m2 2.62 m, 4.90◦ 2.57 m, 5.14◦ 1.51 m, 4.29◦ 1.62 m, 4.11◦ 1.51 m, 4.02◦ 1.36 m, 3.95◦ 1.55 m, 4.46◦ 1.64 m, 4.20◦ +9.93, +7.92

St. Marys Church 4800 m2 2.45 m, 7.96◦ 2.11 m, 8.38◦ 1.52 m, 6.68◦ 1.62 m, 7.22◦ 1.59 m, 5.94◦ 1.42 m, 6.07◦ 1.49 m, 5.87◦ 1.58 m, 6.51 ◦ +6.57, +1.64

Office 7.5 m3 0.48 m, 7.24◦ 0.48 m, 8.04◦ 0.30 m, 8.08◦ 0.29 m, 7.63◦ 0.29 m, 7.23◦ 0.29 m, 8.02◦ 0.29 m, 8.07◦ 0.30 m, 8.12 ◦ +3.33, +0.74

Stairs 7.5 m3 0.48 m, 13.1◦ 0.48 m, 13.1◦ 0.40 m, 13.7◦ 0.32 m, 9.98◦ 0.31 m, 10.5◦ 0.29 m, 12.0◦ 0.31 m, 12.0◦ 0.33 m, 10.9 ◦ +27.5, +12.4

TUM-LSI 5575 m2 1.87 m, 6.14◦ - 1.31 m, 2.79◦ 1.32 m, 3.82◦ 1.26 m, 3.69◦ 0.98 m, 2.74◦ 1.14 m, 3.33◦ 1.18 m, 3.68 ◦ +25.1, +1.79

Table 4: Median localization error achieved by our proposed attention model over five-time
steps on subset of Cambridge Landmarks, subset of 7-Scenes, and TUM-LSI. Bold values
indicate the lowest error achieved for each row. Improvement is reported with respect to
LSTM-PoseNet [9].

CNNaug-SVM [6] S2ICA [1] GoogLeNet [8]

Ours

Conv-LSTM

Step-1

Conv-LSTM

Step-2

Conv-LSTM

Step-3

Conv-LSTM

Step-4

Conv-LSTM

Step-5
Improvement (%)

69.0 % 71.2 % 73.7 % 74.5 % 77.1 % 76.0 % 75.4 74.8 +3.4

Table 5: Mean accuracy results for indoor scene classification on MIT-67. The proposed
method achieves the highest accuracy (shown in boldface). Improvement is reported with
respect to the GoogLeNet [8] baseline.

Camera localization. We did an experimental study for a subset of scenes from camera
localization dataset shown in Table 4. We concluded that for the camera position estimation
Conv-LSTM step three on average provides the best result.

Indoor Scene Classification. We did an experimental study on MIT-67 indoor scene, shown
in Table 5. We concluded that for the Indoor Scene Conv-LSTM step two on average pro-
vides the best result.
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